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A detection method for
producmg phase and amplitude images 51multaneously
in a scanmng transmission electron mlcroscope

N. H. Dekkers and H. de Lang

Even in ﬁeltlv that appear to have been quite exhausted, c/nc overies are sometimes made

that are so simple and fundamental in nature that they are totally unexpected, The
article below presents a very simple method in which a pure phase image can be ob-
tained with.a scanning transmission electron microscope without recourse to defocusing
and spherical aberration. At the same time an equally pure amplitude image is obtamed L
separately. This again is an improvement since the structure of the ﬁlm carrymg the

specunen is practically invisible in the image.

*
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Introduction

In addition to the well known conventional electron
"microscope — the transmission electron microscope
({TEM) — which has now been in use for thirty years
-and more, and the scanning electron microscope (SEM)
of somewhat more recent date, a third microscope com-
bining features of both (STEM) has come into use in
the last few years. In this type of electron mlcroscope

the specimen is scanned in a raster paltern by a focused -

beam of electrons — in this the STEM is similar to the
SEM —- but the image is obtained by detection of the
. elcctrons which have passed through the specimen L1,
An STEM is not generally built as a separate instrument

" but is obtained from a TEM by the addition of certain

accessories.

.+ The STEM has various advantages over- the con-
ventional instrument. The electron-optics configuration
can, be simpler and the image is available in the form

_of a video signal. It has also been found that when,

" dark-field illumination is employed, more efficient use
can be made of the electrons: more of the scattered
electrons are detected. This means that the specimen can
" be scanned w:th a less powerful electron beam and
- therefore sustams less radiation damage. At the same
time it is relatlvely easy to analyse the inelastically

scattered electrons in terms of energy; while because
there is no further imaging after their passage through

_. the specimen, the inelastically scattered electrons do

not introduce chromatic blur into the image. A prac-

tical disadvantage of the STEM method is the need to
use a very bright electron source, at least if it is desxred A

to work with the highest resolution attainable, -
Although it may not be obvious at. first sight, 1t is
equally possible to make phase specnmens visible with
an STEM as it is with a TEM or a phase-contrast
(optical) microscope. In this article we shall describe
a new detection method that makes it possnble to ob-
tain amplitude and phase ihages snmultaneously 21,
As will be explained below, a detector consisting of two
semicircular parts is used in the new Jethod. With this

method a phase lmage can be obtamed without the ', -

need for defocusing or spherical aberratlon as requnred

in the TEM with coherent 1llum|nat10n Before we
examine the method in detail, we should like to com- ’

pare imaging in the TEM with that in the STEM. It

has been found possible to derive STEM i 1magmg from *
TEM i imaging by applying the pnncnple of rec1proc1ty,:‘
which reveals that phase contrast can m fact ‘be ob-
‘tained with the STEM. ‘ : '
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Image formation in the TEM and STEM ; amplitude and
phase objects

The imaging in alconventional electron microscope
has much in common with imaging in the optical
microscope. In the same way that specimens in optical
microscopy affect both the amplitude and the phase of
the incident beam — but only the phase in tlic case of

- non-absorbent spec1mens — 50 also do specimens in
f the electron microscope. The phase change is deter-
“mined by the optical path, i.e. the product of the
geometrical path and the refractive index.’
i v
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The refractlve index for eleclron wavyes is found from the rela-
Ltion 13); ¢ ot
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. where e is the electronic charge and V the inlernal potential of

the material; E is the electron energy eV, where Vs is the accel-

erating voltage; Eo is the rest energy moc?, where mao is the rest

.- mass of the electron and ¢ represents the velocrty of light. The
snmpler expression .
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apphes for the non- -relativistic case. The phase change due toa
layer of matter is given by ' :

f (n— I)k dz,

4

3)

% s
i

ae where k is the wave number:
. (I b )
1 o ok 27" my I’ZmeVn
i s A “n n

v i ) '

L

The phase is only affected if the electrons are only
. subjected ‘to ‘elastic collisions on' the atomic scale; i.e.
o, 0 they are aﬂ'ected by the field of the atomic nucleus
and the electron cloud, but wnthout actually exciting
the electron cloud In the case of excitation the elec-
. tron undergoes an irreveérsible loss of energy (inelastic
o scattermg) “'The elastically scattered and the non-scat-
tered. telectrons together form the i image, a point which

"+ will be discussed below.
,s ‘. Thé amplityde is affected if electrons are prevented
from participating in the lmage formmg process de-
o s'crlbed above. This is the case  when elastically scattered
’ ‘f electréns are ‘hot collected in the lens aperture and also
When electrons are inelastically scattered; such élec-
, trons are now unable to interfere with the non-scattered
o electroné. Measurement of the energy lost by the in-
élastically scattered electrons carf provide information
* . about the substances present in the speciimen. Inelastic-
ally scattered electrons can in fact produce an image,

4

: though it will not be very sharp for a number of

reasons (delocalization [4), chromatic aberration), but
the subject will not be discussed further here.
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The imaging of phase structures in a conventional elec-
tron microscope

Let us consider a conventional electron microscope
with coherent illumination. We shall take a weak, thin
phase structure as our specimen. Let the amplitude of
the incident wave be a. The wave transmitted by the
object (coordinates x,y) is spatially phase-modulated
and has an amplitude @ exp i¢(x,y), where the phase
excursion ¢ is much less than 1. This wave, the object
wave, can be thought of as consisting of the original
unperturbed wave @ and a (much weaker) scattered
wave, caused by the structure, which is expressed by:

@

From this we see that at the location of the specimen
the scattered wave has a 90° phase difference from the
unperturbed wave. An ideal optical system reproduces
the obj‘ect wavein the image plane (coordinates X,Y),
where the amplitude ‘41 can be written as:

asp = a exp ip(x,v) = a - iad(x,p).

Aim = A + i4$(X,Y). )
The intensity in the image is given by:
Jim = AmmAm™ = A2{1 + $%(X,Y)}. (6)

Since ¢ « 1, the term $2(X,Y) may be neglected and
the result is a uniform intensity distribution; no struc-

. ture is therefore perceptible in the imageé. To obtain a

perceptible image structure we therefore have to
abandon ideal imaging. .

ln F. Zermkes familiar phase-contrast techmque
— to return to optical m1croscopy for a moment —

this is achieved by rotating the phase of the unperturbed ‘

wave through 90° (and possibly also attenuatinig it) in
relatlon to the scattered wave; the i image amplitude and
intensity then become:

CMim = i{ A - AGX,Y)),

0y

W)

[]'m

A2 & 24(X, 1)}, )

There is now a perceptible image structure which, de-
pending on the direction of the phase shift, is called a
positive or a negative phase-contrast image.
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It is in fact possible to process the unperturbed wave
in this way in electron microscopy, but the operation
is a difficult one [51. The expedient generally adopted
is to generate the phase-contrast effect by combining
the spherical aberration of the objective lens with an
appropriate amount of defocusing. The phase relation
between the perturbed and the unperturbed wave can
be adjusted in this way, as in Zernike’s method. How-
ever, this method does not allow a 90° phase shift to
be obtained over the entire spatial-frequency spectrum,
and the phase-contrast effect remains imperfect. (6]

Another method of making phase structures percep-
tible in an electron microscope is based on the fact that
the aperture angle of the objective has to be made small
(of the order of 0.01 radian) to keep the effect of the
unavoidable spherical aberration within reasonable
bounds. The specimen invariably includes structures
whose spatial frequency is so high that the scattered
wave is not incident in the lens aperture, which means
that imaging of these structures is not affected by inter-
ference of the scattered wave with the unperturbed
wave: the structures are not ‘resolved’. The scattering
does however have another effect. Since the electrons
scattered outside the lens aperture are lost for imaging
purposes, this scattering can be regarded as ‘virtual’
absorption, so that the areas of the specimen where this
scattering is more pronounced have a smaller amplitude
in the image and therefore appear darker. We therefore
have a situation in which a purely phase effect (we con-
sider only elastic collisions) causes the specimen to
become visible as an absorptive structure whose image
shows all the properties of that of a genuine — i.e.
absorptive — amplitude object.

The structure that produces this contrast is mainly the atomic
structure of matter. A distinction can be made here between
heavy and light elements. If we consider the properties of elastic
scattering as a function of the atomic number [7, we find that
the shape assumed by the angular distribution of the scattering
hardly depends at all on the atomic number Z; the effective
cross-section area, however, is approximately proportional to
Z3/2, Scattering is consequently much more pronounced for
.materials containing heavy atoms than for those containing light
atoms, which explains why heavy elements are frequently used as
(scattering) contrast media in electron microscopy. The contribu-
tion to the phase contrast made by a fragment of material depends
very little on Z since the internal potential of all materials is of
approximately the same order (several volts).

Image formation in an STEM; Helmholtz’s reciprocity
principle

We shall now discuss how image formation occurs in
a scanning transmission electron microscope. It was
originally thought that it must differ essentially from
image formation in the conventional microscope be-
cause a scanning microscope would be free from the
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imaging peculiarities resulting from the use of coherent
illumination. It soon became clear that this was not
really true: the two imaging processes are completely
analogous (81,

The similarity can be demonstrated by the reciprocity
principle, which was first formulated for acoustic waves
by H. von Helmholtz %1 and later for electromagnetic
waves by H. A. Lorentz [101. This theorem states that
the transmission of radiation is, for very general con-
ditions, invariant when the roles of source and detector
are interchanged. It is widely applied in radiocommuni-
cation, in a version appropriate to transmitting and
receiving antennas. As might be expected, the theorem
also applies to electron waves [111. For electron
microscopy we formulate the theorem as follows: if a
point source at P produces an intensity I at point Q,
the same source located at Q will also produce an
intensity I at point P.

In fig. 1 we see next to one another a conventional
transmission microscope (TEM) and a scanning trans-
mission microscope (STEM). In the TEM the radiation
from a surface element do, with position r, of the source,
situated around point P, is incident on the specimen.
In the image plane we choose a point Q conjugate to

object point ¥ with position ¢ on the specimen. The

IP Q So _____9_“?. ______
| % | @
Sp L ® 3 Spr . ——
1Y v [ P /7V\\\
So 2 do r DP ,;

TEM STEM

Fig. 1. The imaging principle in a conventional transmission
electron microscope (TEM) and a scanning transmission micro-
scope (STEM). One can be thought of as being derived from the
other by interchanging the source and the detector (the reciprocity
principle of Helmholtz). So electron source; r coordinate’in the
emitting plane. Sp specimen: ¢ coordinate in the object plane.
L lens. IP image plane in TEM. DP detector plane in STEM.
do surface element around point P in the source plane of the
TEM. ¢ (infinitesimal) surface area of the source in the STEM.
Points ¥ and Q are imaged in each other by the lens.
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source element delivers an intensity contribution d/
at @, which depends on g and can be written as:

dI(p) = RT(g)do. .

R in this expression is the radiance of the source, i.e.
the radiant flux per unit of surface area per unit of
solid angle, and T(p) the transmission coefficient of the
complete system, including the specimen.

In the STEM the source at Q has an infinitesimal
area ¢ and a radiance R’. In the plane in which the
source is located in the TEM there is now a detector.
The intensity I’ at point P of the detector plane is
therefore '

I'(@) = R'T'(0)e, (10)

where T (p) again represents the transmission coefficient
of the complete system, including the specimen. The
reciprocity theorem now implies that the transmission
coefficients are the same for both cases:

T(o) ~ T'(0). an

From this it follows in particular that the intensity con-
tribution d7I’ in the image plane of the TEM depends
on g in the same way as the intensity at point P of the
detector plane. The equivalence of the two instruments
for radiation travelling from P to Q in the TEM and
from Q to P in the STEM is thus demonstrated.

Strictly speaking, this would only apply to electron microscopes
with electrostatic lenses. Reciprocity does not apply for magnetic
lenses because the movement of an electron along a path in a
magnetic field is not reversible; it will be readily appreciated,
however, that the analogy can be restored by reversing the
magnetic field. Additionally, the inelastically scattered electrons
will have to be ignored, i.e. they must be considered not to be
detected.

In practice the source in the TEM will of course have
finite dimensions. This means that we have to integrate
over the source in (9), obtaining the following expres-
sion for the intensity:

o) = T() [ Rde. . (12)
So

The detector in the STEM will also have finite dimen-
sions. If the function G represents the sensitivity distri-
bution of the detector in the STEM, the total detector
signal becomes:

S() = R'sT'(0) f Gdo. (13)

Det
Comparison of (12) and (13) shows that to maintain
the equivalence of the TEM and the STEM the sensitiv-
ity distribution G over the detector must have the same

shape as the radiance distribution R over the source in
the TEM.
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Principle of detection with a divided detector; simul-
taneous phase and amplitude contrast

As we have seen, phase contrast can be produced in
the TEM by combining an appropriate amount of de-
focusing 8] with coherent illumination. This means
that the source in fig. 1 as seen from the specimen must
have a small angular diameter. The corresponding con-
dition for the STEM is that the defocusing should be
the same and that the detector should have the same
(relative) position and size as the source in the TEM.
It is at once obvious that such an STEM configuration
is unpractical, for while it is difficult enough to obtain
sufficient detected electrons in a reasonable time, only
a very small proportion of the beam transmitted through
the specimen is used in this case. A long exposure time
would be necessary for a reasonable signal-to-noise
ratio, with the added disadvantage that the probability
of damage to the specimen would be increased by the
large radiation dose.

However, it is possible to obtain phase contrast in
the STEM by using a detector of large area. The use of
a large detector has the added advantage that the reso-
lution is increased. The reason for this is that when a
detector does not completely fill the aperture of a beam
that is not affected by a specimen, the resolution is the
same as for a TEM with incoherent illumination, i.e.
twice as high as with axial coherent illumination, which
has long been known in optical microscopy.

We shall now explain our method with reference to
fig. 2, which represents an STEM with a weak sinu-
soidal phase object. The complex amplitude of the
scanning spot in the object plane will be called a(x,y).
The sinusoidal phase object whose spatial-frequency
vector £ is in the x-direction multiplies this amplitude
by the object transmission Ty:

Ty = exp [ido cos {2(x — &)}, (14

where £ is the translation of the object in the x-direction
and ¢o the phase deviation. Since the object is weak:

$o < 1, (15)

so that we can write for the transmission:

T, =1-+idgcos {Q(x—8} =
=1+ digo[exp{i2(x — &) + exp{—il(x— &)}].
(16)

On leaving the object the wave therefore consists of
three components:

the undeflected wave a,

the wave deflected to the left tiado exp {i2(x — &)},
the wave deflected to the right Liagg exp {—i2(x — £)}.
The original beam is thus now accompanied by two
deflected beams that can be thought of as having been
derived from the original wave by rotation about the
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axial point of the object through an angle 2/k and an
extra phase 17 4 £¢&. In the detector plane, situated
a (considerable) distance / away, the amplitude 4 ,(X,Y)
can be written as:

AyX,Y) = AX,Y) + JidoA(X + Qlfk, Y) exp (—iR£) +
+ idod(X — QlIfk, Y) exp (+iQ¢). (17

The form of function 4 depends on the lens aberrations
(e.g. spherical aberration) and the defocusing of the
object. In practice ]A(X,Y)| will be constant inside and
zero outside a circle of radius ocol.'If we assume for the
time being that there are no aberrations and that the
specimen is in focus, the phase of A(X,Y) can also be
regarded as constant. Hence A(X,Y) = Ao.

DP (x,v)

Fig. 2. Schematic presentation of imaging in the STEM, for
calculating the behaviour of phase and amplitude objects. L lens
that focuses the scanning beam, with angle of aperture oo.
Sp specimen plane; x and y coordinates of points on the
specimen. & displacement of the specimen in the x-direction.
DP detector plane; X,Y coordinates in DP.

Fig. 3. At the output side of the specimen in the STEM we find
not only the original beam I, shown here in section in the de-
tector plane, but also two deflected beams 2. The deflected beams
have a rotation and a phase difference in relation to I, which
depend on & (fig. 2). Interference occurs in the hatched areas
and gives amplitude modulation when & is varied. The modu-
lations of the two regions are in phase with each other in ampli-
tude objects and in phase opposition in phase objects. A pure
amplitude image or a pure phase image can therefore be obtained
by dividing the detector (Det) into two parts along the vertical
diameter and adding the signals from the two parts or subtracting
them from each other.
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Suppose now that the object is scanned by varying
the position £ of the object. The intensity in the detector
plane will then be modulated in the hatched areas of
fig. 3 because interference between the undeflected
beam and the beam deflected to the left will take place
in the left-hand area, while interference between the
undeflected beam and the beam deflected to the right
will take place in the right-hand area. The phase of the
undeflected beam is constant while the phases of the
deflected beams decrease or increase with & as indicated
by equation (17).

The intensity /,,1 in the area on the left is given by:

Iy = Ao®{l + %ido exp (—iQ2) {1 — %igo exp i} =

= Ao*(1 4 $osin 28), (18)
with the term in ¢o2 neglected, of course. '

Similarly for the area on the right:
Iy r = Ao%(l — ¢p sin 09%). (19)

We therefore see that the modulations in the two areas
of interference are opposite in phase, as should after all
be expected since a phase object does not alter the total
amount of power transmitted. Equations (18) and (19)
also show that the intensity modulations differ by 90°
in phase from the position of the object structure in
relation to the scanning spot.

We next consider an amplitude object whose trans-
mission Ty can be described by:

To =1+ pocos {Q(x— &)} =

= 1 + 4polexp {i2(x — &)} + exp {—i(x—&)}].
(20)
Here again the wave leaving the specimen has three
components:
the unperturbed wave a,
the wave deflected to the left 4apo exp {i2(x — &)}, and
the wave deflected to the right 4apo exp {—iQ(x — &)}.
The amplitude at the detector plane is now

Ap(X,Y) = AX,Y)+ $poA(X + Uk, ¥) exp (—if28) +

+ 4poA(X — Qlfk, Y) exp (+i£2¢), 2y
and the intensities in the areas of interference are:
Ip1 = Ao2(1 + po cos 2§&),
’ 22)

Iy r = Ao2(1 + po cos £2¢).
We therefore see that with an amplitude object the
intensity modulations in the two areas are in phase with
each other and also with the position of the object in
relation to the scanning spot.

Phase objects and amplitude objects therefore show
up in different ways in the detector plane. We took
advantage of this to divide the detector into two semi-
circular areas, as shown in fig. 3. If the signals from
the two halves of the detector are added, the resulting




signal only contains amplitude information. If, how-
ever, one set of signals is subtracted from the other,
then there is only phase information. The sum signal
and the difference signal are obviously simultaneously
available during the scanning process.

The phase structure appears differentiated in the
image (see (18) and (19)) and is thus represented as a
model in relief illuminated from the side.

The amplitude structure appears in the ordinary way,
i.e. undifferentiated.

With this method of detection the contrast — and
hence also the phase contrast — is obtained without
any need for the defocusing or spherical aberration

required in the TEM. Furthermore, as already noted,

the resolution is just ashigh as in aTEM with incoherent
illumination and therefore twice as high as in a TEM
with coherent illumination in the radial direction.

An STEM detection method has also been published [*2] in
which the detector is divided into separate areas, as in our
method, but these take the form of two or more annular zones.
It will be clear from the explanation just given of the skew-
symmetrical properties of modulation by phase structures that
a configuration of this kind cannot give phase contrast without
spherical aberration and defocusing, which means that a suitable
combination of these aberrations has to be devised for this
method, which we shall not discuss further here.

The analogy between the TEM and STEM illustrated in fig. 1
seems to indicate that it should be possible to obtain a pure
phase image and a pure amplitude image with a TEM without
having to use spherical aberration. This would necessitate two
exposures with coherent illumination, the first with one half and
the second with the other half of the illumination aperture
covered. Summation of the exposures would yield the amplitude
image and subtraction the phase image. This method is almost
unusable in practice because perfect registration of the two ex-
posures is difficult and also because they cannot be made
simultaneously; images change shape in the interval between
exposures. Another disadvantage is that the contrasts are poor.

Characteristics; experiments

Modulation transfer

We shall now look more closely at the characteristics
of the method that has just been introduced.

First we shall discuss the modulation transfer (‘con-
trast transfer’) in the case of a focused system free from
aberration. Image formation for weak structures can be
completely characterized by the modulation transfer
for phase and amplitude, since the imaging of such
structures is a linear process: the intensity modulation
in the image of two superimposed structures is the sum
of the individual intensity modulations.

Here we define the modulation transfer for amplitude
structures (with the sum signal of the two detectors) as
the depth of modulation of the detected signal divided
by the modulation depth of the absolute value of the
amplitude transmission of a sinusoidal object structure.

N. H. DEKKERS and H. DE LANG
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For phase objects, which are detected by means of
the difference signal from the two halves of the detector,
the background signal is zero and the signal is a pure
alternating-current signal. In defining modulation trans-
fer, however, it is useful to attribute to the detector
signal a background equal to the mean signal current
for the total detector surface. This facilitates the treat-
ment of signal-to-noise problems, since the electron

. B I Cs = O,
Cy d=0.
. 1I. Cs = 1.59 mm,
T 08 5 = —54 nm.
0.4F
I I
0 L L] 1 1 ] L ] 1 1
a 0 0.2 0.4 0.6 08 10
—_—

s Y0 0.2 0.4 06 08 10
c, %8
ol

o- S P

c 0 0.2 04 06 08 10

Fig. 4. a) Modulation transfer of phase structure (differentiated
image) for (curve /) a specimen that is exactly in focus and
imaged by an ideal lens and (curve I7) one imaged by a lens
with a spherical aberration Cs of 1.59 nm and with the optimum
defocusing for that aberration (d = —54 mm). The ratio Cy of
the difference signal from the detector and the average signal are
plotted against the phase deviation w of the object transmission
(assumed sinusoidal). ) As before, but for an amplitude structure
(undifferentiated image). The modulation transfer Ca is defined
here as the depth of modulation of the detected signal divided
by that of the absolute value of the transmission of a specimen
with a sinusoidal amplitude structure. ¢) In the presence of
spherical aberration and defocusing the phase image (difference
signal) contains unwanted information in the form of a weak,
differentiated amplitude image (curve II). In an ideal system the
contribution from this source is zero (curve I).
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noise is proportional to the square root of the total area
of the detector. For phase objects, therefore, the con-
trast transfer is defined as the ratio of the difference
signal divided by the mean summation signal to the
phase deviation of the sinusoidal object transmission.
To calculate the modulation transfer we obviously have
to know the ratio of the sum of the interference areas
to the total area. For spatial frequencies that are so

L Cs= 1.59 mm
Cq 1. d=— 12nm
’ . d=—122nm
0.4F
T I big
0 [ [ [l ] 1
a 0 02 0.4 06 0.8 1.0
[—— 7}

b 0 02 04— 06 08 0
—_—
G 0.8}
Lol
I I
c 06 08 1.0
—_—

Fig. 5. Modulation transfer, with the same lens used as in fig. 4
(Cs = 1.59 mm), of phase structure (a), amplitude structures (b)
and ‘differentiated amplitude structures’ (¢), for three values of
the defocusing 4. C has the same sign over a large range of
d values, which is by no means the case for the formation of
phase contrast with a TEM using coherent illumination. The best
situation is found for d = —54 nm (curves II).

MODULATION TRANSFER WITH STEM 7

low that the interference regions overlap, the area of
overlap does not count for the imaging of phase struc-
tures. This restriction does not apply to the imaging of
amplitude structures.

The - modulation transfer can be calculated in
elementary terms and is shown in fig. 4a (curve I) for
phase structures. The spatial-frequency vector is as-
sumed perpendicular to the line separating the detector
halves. The modulation transfer for amplitude struc-
tures is shown in fig. 45 (curve I).

If the spatial-frequency vector is rotated from the
x-direction to the y-direction, the modulation transfer
for phase structures decreases to zero, an effect that also
occurs with lateral illumination of a relief. For a com-
plete analogy the transfer would have to be propor-
tional to the cosine of the angle between the spatial-
frequency vector and the x-axis. Although this is not
quite true in fact, the deviations are not significant.

For amplitude structures the modulation transfer is
of course independent of the orientation of the object.

Spherical aberration and defocusing

It was assumed above that the lens was perfect and
the object was in focus. In practice, however, both
spherical aberration and defocusing are encountered,
the first because some :spherical aberration has to be
admitted to obtain the maximum resolution, and the
second because actual specimens are not always thin.
We shall now consider the consequences of this for
modulation transfer.

Let us call the coefficient of the third-order spherical
aberration Cs and the defocusing d — the object lies
a distance d inside the lens focus (‘under-focusing’).
The effect of Cs and d can be expressed by adding a
phase factor to A(X,Y), as follows:

AX,Y) = Ao exp iW(X,Y) =

4 k{ Cs [R\4 n d(R 2}
= 1 —[— R
0| 1T\T) T2\
where R2 = X2 4 Y2 The effect of this phase factor
is that the phase difference between the undeflected
beam and the deflected beams is no longer constant in

the interference areas. For the left-hand area the phase
difference is

AWX,Y) =

23)

WX + QUkY) — WX,Y), (24)
and for the right-hand area it is
AW(X,Y) = AW (—X,Y). (25)

Introduction of this phase difference has the result that
in expressions (18), (19) and (22), the modulation terms

12] H. Rose, Optik 39, 416, 1974.
H. Rose, Optik 42, 217, 1975, particularly pp. 239 and 240.
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acquire an extra phase —\W(X,Y) for the left-hand
area and +AW(X,Y) for the right-hand area. Since
this extra phase varies with position in the detector
plane, the intensity modulation integrated over the
interference area will be located closer to zero than in
the case of aberration-free focusing, so that the modu-
lation-transfer values will also be nearer zero. The cal-
culation has to be performed numerically. We shall
merely mention a few results here.

As a representative example let us consider a lens for
which Cs =— 1.59 mm. The best transfer is obtained
for both phase and amplitude objects if the aperture
angle ag is 9.0x 1073 rad and the defocusing ¢ is

-54 nm. The modulation-transfer functions for this
case are shown in figs. 4a and b (curves //).

In addition to reducing the modulation transfer,
spherical aberration and defocusing have another effect,
for differentiated amplitude information is also found
to occur in the difference signal. Fig. 4c shows the
transfer function for this unwanted contrast for the
same values of Cs, oo and d.

In all previous calculations it has been tacitly as-
sumed that the sensitivity of the detector is constant
over its entire surface area. If this is not the case, the
modulation-transfer functions are affected in a manner
that cannot be controlled. Some correction, but usu-
ally not enough, can be obtained by selecting an ap-
propriate ratio for the two detector signals. Fortunately,
semiconductor detectors with a sensitivity constant to
a few per cent are now available.

Another important factor in connection with depth
discrimination is the way in which the contrast forma-
tion depends on the defocusing. Fig. 5 shows for the
same values of Cs and g the transfer of the three types
of contrast for three values of defocusing, the optimum
value and values on either side. It can be seen that the
entire transfer function has the same sign over a wide
range of defocusing. This is quite different from the
behaviour of the transfer function in a TEM with
coherent illumination, where the transfer function
oscillates 16). Closer examination also reveals that the
depth discrimination is better because the transfer func-
tion decreases to zero with increased defocusing, al-
though it oscillates in the process.

Some experiments

Experimental research into the new method of ob-
servation outlined in this article was conducted initially
with a Philips EM 301 electron microscope and later
with a Philips EM 400 electron microscope with an
STEM unit. The thermal electron source of the micro-
scope was replaced by a field-emission source 131, and
the detection system described above, comprising two
silicon detectors, was incorporated. These detectors

Philips tech. Rev. 37, No.

Fig. 6. Photographs of gold islands on a collodion fitm. The lower
photograph was taken with the sum signal and the upper one
with the difference signal, which means that they show an ampli-
tude image and a differentiated phase image respectively. The
direction of ditierentiation is from left to right. Since the col-
lodion film behaves as a weak phase object, it remains practically
invisible in the amplitude image, thus greatly enhancing the ob-
servability of the islands.

were inserted in the input circuit of low-noise pre-
amplifiers with a gain-bandwidth product of 18 GHz
and capable of operating in the normal TV-frequency
band 141, The signals could be subtracted or added as
desired, and the monitor image photographed. To avoid
mains interference the line frequency was synchronized
with the mains frequency. The monitor picture (1000
lines), which was obtained in 20 seconds, was photo-
graphed with a Polaroid camera. (The images derived
from the sum or difference signals could of course also
be obtained simultaneousty.)

1131 These modifications were made at the Philips Scientitic and
[ndustrial Equipment (S & 1) Division by Dr Ir K. D. van
der Mast and others, who also helped to make the photo-
graphs shown (figs. 6 and 7).

[14] These amplifiers were developed at Philips Research Labora-
tories by Ir H. W. G. Haenen as preamplifiers in television

~ cameras using ‘Plumbicon” tubes.

(15] F. Nagata, T. Matsuda and T. Komoda, Jap. J. appl. Phys.
14, 1815, 1975.

1161 See for example M. Frangon, Optica Acta 1, 50, 1954.
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Fig. 7. As tig. 6. but now with tiny platinum spheres on a col-
lodion film. The spheres are difficult to distinguish in the phasc
image (the two top illustrations) but clearly distinguishable in the
amplitude image.

Fig. 6 shows photographs obtained by the above
method of a specimen consisting of tiny islands of gold
on a collodion film. The lower photograph was taken
with the sum signal and shows the amplitude structure;
the upper one was made with the difference signal and
therefore represents the phase structure in differentiated
form: the direction of differentiation is from left to
right. In the lower photograph the islands are clearly
visible as dark patches because the heavy gold atoms
with their pronounced scattering result in amplitude
contrast. The collodion film, on the other hand, consists
chiefly of light atoms and therefore causes much less
scattering and behaves like a weak phase object. As
explained above in connection with sum detection, this
type of structure is not imaged; this can also be seen
from the photograph. In the upper photograph the
amplitude contrast has been suppressed and the phase
structure of the carrier and that of the gold are visible
simultaneously.

Fig. 7 consists of similar photographs of small plati-
num spheres on a collodion film. These spheres form a
weaker phase object than the islands in fig. 6 and are
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consequently almost imperceptible in the phase image.
In the amplitude image the carrier is again almost im-
perceptible, enhancing the perceptibility of the speci-
men.

These results show that sum detection has to be used
if heavy metals are used as stains. It is also important
here for the structure of the carrier film and the un-
stained parts of the specimen not to bevisible. (A similar
situation arises in the TEM with incoherent illumina-
tion 1151))

If, however, it is desired to study unstained specimens
only containing light elements, such as biological tissue,
it is better to use the difference signal. The differen-
tiation of the contrast image is in no way a disadvantage.
Similar imaging methods are very widely used in optical
microscopy (167,

The photographs in figs. 6 and 7 also show that
instabilities in the emission of the electrons are not
revealed in the difference images. The horizontal line
in the amplitude pictures shows that such instabilities
were present.

Imaging of individual atoms

[t is interesting to consider whether individual atoms
can be perceived with the method described. The
imaging of heavy atoms (Z & 80) should indeed be
readily possible in amplitude contrast. Calculation
shows that heavy atoms behave like ‘strong’ phase-
contrast objects so that to a large extent they have the
character of amplitude objects [3/and can give a contrast
of about 59%;. Since a carrier consisting of light atoms
(a phase object) is not visible with our method of per-
ception, this should permit the observation of heavy
atoms.

With difference detection the phase contrast of such
atoms is reasonably high, but it disappears in the image
of the noise structure of the carrier film. This method
of detection is therefore unsuitable.

For the imaging of smaller atoms (Z & 40) sum
detection is again inadequate because the amplitude
contrast with these atoms is very small (oc Z3/2). In
such cases dark-field methods have to be used.
Summary. Although it was not formerly thought possible, it has
been found that an image of a phase object can be obtained with
a scanning transmission (electron) microscope (STEM). A method
has been devised in which either a phase image or an amplitude
image — or, if desired, both simultaneously — can be obtained
at will. The method employs a large circular solid-state detector
divided into two halves. When the signals from both halves are
added an infinitely thin object yields an amplitude image, while
subtraction produces a differentiated phase image. Since a col-
lodion film behaves like a weak phase object, it is practically
invisible, which greatlyenhances the visibility of amplitude objects
situated on it. Instabilities in the emissions from the electron
source are practically imperceptible in the phase image. The
introductory section shows by reference to the reciprocity prin-
ciple that the STEM can be regarded as a reciprocal transmission

microscope (TEM), from which it follows that phase contrast is
possible.
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A fast automatic equalizer for data links

F. de Jager and M. Christiaens

The increasing use of computers has led to a rapidly growing need for links for data
transmission. This is particularly necessary when the facilities of a centrally located
computer are required at several different locations. The obvious communication link
here is the existing telephone system. However, this is not directly suitable for the trans-
mission of data signals, especially at high bit rates. One of the measures then necessary
is equalization, in which the circuits in use should adapt themselves, preferably auto-
matically, to the characteristics of the transmission path. In this article the authors
describe the principles of a circuit that offers significant advantages over the ones con-

ventionally applied.

Introduction

When telephone circuits are used for the transmis-
sion of data signals, the difficulty arises that they do not
completely meet the necessary requirements for a data-
transmission system. Telephone circuits are designed
for the transmission of speech, and the bandwidth of a
telephone channel is therefore limited to the range of
frequencies that will give adequate intelligibility: 300
to 3400 Hz. The spectrum of a data signal, however,
usually contains a d.c. component, and a.c. com-
ponents below 300 Hz and above 3400 Hz. The d.c.
and low-frequency components are particularly im-
portant and must not be suppressed.

The transmission characteristics required for data
transmission are also different from those required for
telephony. The amplitude characteristic of a telephone
circuit should ideally be flat, but appreciable deviation
is permissible. The group-delay characteristic is subject
to hardly any limitations at all; because filters are used
this is always strongly curved, particularly at the edges
of the transmitted band; see fig. . In speech trans-
mission this is unimportant, since the ear reacts mainly
to the spectral distribution of the acoustic energy. In
data transmission, however, the shape of the received
signals is of primary importance, and since sloping or
curved amplitude and group-delay characteristics
change the shape of a signal, it is important that these
two characteristics should be as flat as possible for a
data link.

Ir F. de Jager is with Philips Research Laboratories, Eindhoven;
Ir M. Christiaens is with MBLE, Brussels.

As well as the non-ideal shape of the characteristics,
there is another factor that increases the distortion of
the signals. This is the use of carrier systems on trunk
telephone circuits. In these systems there is usually a
small frequency difference between the carrier signal
modulated at the transmitting end and the carrier
signal used for demodulation at the receiving end. This
results in a small frequency shift (0-10 Hz) for all
components in the spectrum of the signal. Again, this
does not degrade speech quality. Data signals, how-
ever, undergo unacceptable distortion because this
shift upsets the harmonic relation between the com-
ponents.

Transmission of the data signals is possible if a d.c.
component and the required a.c. components are
allowed to modulate a special carrier at the transmitter.

3mst
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Fig. 1. Typical group-delay characteristic for a telephone chan-
nel. 7 group delay, ffrequency.
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The frequency of this carrier is chosen in such a way
that the components of the data signal fall in the fre-
quency band available for telephony. The original
signal is recovered at the receiver by demodulation.
A piece of data-transmission equipment for the trans-
inission and reception of signals is called a ‘modem’,
because it contains both a modulator and a demod-
ulator. '

The ‘data carrier’, together with the signal, must be
sent from the transmitter to the receiver, or must be
recovered from the signal at the receiver. Now if a
frequency shift of the spectrum arises in the transmis-
sion path, this same shift also applies for the data car-
rier. After demodulation with this carrier the compo-
nents of the signal reappear at the correct frequencies.

However, the undesired effects of sloping or curved
amplitude and group-delay characteristics still remain.
The correction of the distortion thus introduced is
known as ‘equalization’. Before looking at this in more
detail we shall give a general picture of the require-
ments that a transmission circuit of limited bandwidth
must meet for data transmission.
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Fig. 2. a) Rectangular waveform used in the transmission of data
signals. At certain times established by a clock signal the bit
value (‘1” or ‘0") is determined by the polarity. b) Waveform that
can be obtained after passing the signal through a lowpass filter.
The small circles indicate the sampling times.
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Fig. 3. Amplitude characteristic (a) and group-delay character-
istic (b) that are both flat up to a cut-off frequency fo.
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Fig. 4. Response r(¢) for a short pulse received via a transmission
path with characteristics like those of fig. 3. Oscillatory ‘tails’ are
produced, with zeros at times occurring at integer multiples of T’
before and after the maximum; 7 = 1/(2/o).

Transmission of binary signals in a limited bandwidth

The bits that form the information to be transmitted
are usually indicated as 1 and 0. They are transmitted
by means of pulses, which can be used in various ways
to indicate the bit values i1, Pulses of opposite polar-
ities are mostly used, e.g. with a positive pulse for the
bit value 1 and a negative pulse for the bit value 0. If
the duration of each pulse is equal to the bit period,
then the signal has a rectangular waveform ( fig. 2a).
Since the transmission path has a limited bandwidth, a
lowpass filter is generally included at the transmitter, so
that the transmitted waveform becomes rather like that
of fig. 2b (2, This signal-ig sampled at the receiver at
fixed times established by a clock signal, so that the
polarity, and hence the bit value, is determined. It must
therefore be possible to recover the polarity of the
received signal reliably at the sampling times. This
condition can be satisfied, even with limited bandwidth,
provided the characteristics meet certain requirements,
which we shall now examine more closely.

We consider first the simple case in which a very
short pulse is transmitted. The spectrum of such a pulse
occupies a wide band of frequencies and in transmis-
sion over a circuit of limited bandwidth the signal is
distorted, even if the amplitude and group-delay char-
acteristics are flat in the transmitted part of the band.
If the characteristics are flat up to the cut-off frequency
Jfo (fig. 3), the original short pulse is received as a signal
which is given as a function of time by (3]

r(t) = sin 2zfot)/2rfot). m

This response is shown in fig. 4. It can be seen that
there are ‘tails’ before and after the pulse. The zeros of

[1]  See for example W. R. Bennett and J. R. Davey, Data trans-
mission, McGraw-Hill, New York 1965.

[2]  The transmission path is taken to include not only the cables
and any microwave links between transmitter and receiver,
but also all the other circuits that the signal passes through
in transmitter and receiver, such as filters, modulators and
demodulators, and hence the lowpass filter in the transmitter
referred toin fig. 26.

(31 See R. W. Lucky, J. Salz and E. J. Weldon Jr, Principles of
data communication, McGraw-Hill, New York 1968.
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the signal occur at times that fall an integer multiple of
T before and after the maximum, where T = 1/(2fp).

If a train of short pulses is transmitted, then there is
overlapping of the received signals, so that the height
of the maximum of the response can be affected by the
previous and succeeding pulses. The sampling of this
signal can give rise to incorrect bits. If, however, ‘the
pulse rate is 2fp, and the pulse period therefore T, then
the maximum of each pulse response coincides with
the zeros of the other pulse responses at the receiver.
The maxima of the received pulses do not then affect
one another and on sampling at the correct times the
bits have the correct value.

If the characteristics are not flat, the response differs
from the shape shown in fig. 4. It could perhaps have
the shape shown in fig. 5. The zeros do not appear at
equal intervals, and it is therefore not possible to
choose the frequency of a series of transmitted pulses
in such a way that the maxima are not affected [4l. The
probability of receiving incorrect bits is of course
further increased by interfering signals, such as noise.
Imperfections in the characteristics of a transmission
path therefore increase the sensitivity to interference.

A flat group-delay characteristic can be produced in
practice, but a flat amplitude characteristic that stops
at a particular frequency cannot. H. Nyquist [5]
showed however that satisfactory performance can be
obtained with an amplitude characteristic that has
skew symmetry about the half-value points at the
boundary of the passband at the nominal cut-off fre-
quency fo (see fig. 6). While this ‘Nyquist’ shape does
not give a short-pulse response corresponding to the
relation (1), the zeros do appear at equal time intervals
of 1/(2fo). A flat group-delay characteristic is again
necessary in this case.

In the above discussion it has been assumed that the
transmitted signal consisted of short pulses. The spec-
trum of such a pulse is flat, and this is one of the reasons
why the zero crossings in the response of each pulse
appear at equal intervals in time. Frequently, however,
pulses are used whose duration is not small compared
with the pulse-repetition period. The signal spectrum is
then not flat and if a transmission path with a char-
acteristic like that of fig. 6 is used, the desired regular
spacing of the zero crossings is not achieved. Zero
crossings at equal time intervals can however be pro-
duced if the signal is passed through a filter that com-
pensates the deviation. between the actual and the
desired spectrum.

The spectrum of a rectangular pulse of duration T
is given by the shape of the function

sin (72f T0)/(7e/T0)-

If the pulse duration is equal to the pulse period

Philips tech. Rev. 37, No. 1
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Fig. 5. Example of the response r(¢) of a short pulse received via a
transmission path whose amplitude and group-delay character-
istics are not flat. The zeros are not now equally spaced in time.

0

Fig. 6. Amplitude characteristic that is skew symmetrical about
the nominal cut-off frequency (‘Nyquist cut-off’). A amplitude,
f frequency, fo nominal cut-off frequency, fi limiting frequency.
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_ Fig. 7. Amplitude characteristic of a filter that will give a flat

spectrum from a rectangular pulse of length T (fig. 4).
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Fig. 8. Amplitude characteristic of a transmission path on which
a rectangular voltage waveform can be transmitted without the
received pulses affecting one another at the sampling times. The
sampling rate must be equal to twice the nominal cut-off fre-
quency fo.
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&ﬁg. 2a), then Ty = T = 1/(2f5). The spectrum is there-
fore given by the function

sin (7f712f0)/ (@ f12/0).

To produce a flat spectrum the signal must pass
through a filter whose amplitude characteristic is the
reciprocal of this function; see fig. 7. Only the part of
this characteristic below the limiting frequency fg is of
importance, of course.

If a signal like that of fig. 2a is used with the filter
characteristic of fig. 7 and a transmission path with the

Demy;

Dem2

Fig. 9. Circuit for a transmission system with orthogonal mod-
ulation. Mod1 and Modz modulators in which the input signals x
and y modulate two carriers at the same frequency but differing
in phase by 90°. Carr carrier-signal generators. Deni and Dems
demodulators.

——Cod
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Modulation methods

In many data-transmission-systems a bit rate of
2400 bits/s is used. This requires a nominal bandwidth
of 1200 Hz. Such a signal could be put on to a telephone
channel by amplitude modulation of a carrier at say
1800 Hz. Since there would then be two sidebands, a
frequency band from 600 to 3000 Hz would be neces-
sary. Because of the curvature of the amplitude and
group-delay characteristics, however, the signals would
then be distorted to such an extent that in many cases
reliable data transmission could not be guaranteed.

A better utilization of the available frequency band
can be obtained with a modulation method in which
two independent streams of information are carried on
a single transmission channel. The principle used,
known as ‘orthogonal modulation’, is shown in fig. 9.
It offers the possibility of transmitting more than one
bit per sampling, so that the sampling rate, and hence
the béndwidth, can be reduced. Two balanced mod-
ulators are used, supplied by carriers at the same fre-
quency, but 90° out of phase. These carriers are mod-
ulated independently by two signals, denoted by x
and y. If now the demodulation at the receiver makes
use of two carrier signals, each in phase with one of

Fig. 10. Circuit for transmission of data signals in a system for orthogonal modulation. Cod
coder that gives particular values of the signals x and y for 2, 3 or 4 bits. LP lowpass filters.
Dec decoder for recovering the bits from the magnitude of x" and y'".

characteristic of fig. 6, then even though the response
of each pulse has tails the received pulses do not affect
one another at the sampling times. It is however neces-
sary for the bit frequency to be correctly matched to
the bandwidth; our starting point in the foregoing was
that the nominal bandwidth fy was equal to half the bit
rate. The specified bandwidth of a telephone channel
thus sets a limit to the bit rate.

A filter with the characteristic of fig. 7 does not have
to be added to the transmission path as a separate
element. The filter can also be considered as a part of
this path, for which the total transmission characteristic
must then have the form given by multiplying the
ordinates of fig. 6 and fig. 7. A transmission char-
acteristic of the form thus obtained is shown in fig. 8.

the transmitter carriers, then the demodulators yield
the transmitted signals x* and y’ independently of each
other. If for example two bits are to be transmitted per
sampling, the signal to be transmitted is applied to a
coding circuit (fig. 10), which sets the values of x and y
to +1 or —1 for each two bits. Since four combina-
tions are possible the four bit combinations 0-0, 0-1,
1-0 and 1-1 can be coded in this way. At each change of
sign for x or y a phase change is produced in the
balanced modulator for the corresponding carrier sig-

41 See H. C. van den Elzen, On the theory and the calculation of
worst-case eye openings in data-transmission systems, Philips
Res. Repts. 30, 385-435, 1975.

I8 H. Nyquist, Certain topics in telegraph transmission theory,

A.LE.E. Trans. 47, 617-644, 1928. The frequency fo = 1/(2T)
is called the Nyquist rate or the Nyquist frequency.
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nals. Since the signals x and y are passed through low-
pass filters, these phase changes take place gradually;
but at the sampling times they amount in effect to a
change in polarity. The total transmitted signal now
has a constant amplitude at the sampling times and can
appear in four different phases differing by 90° ( fig. 11).
This modulation method is consequently also known
as four-phase shift keying, or 4 PSK.

If the phase angles in the received signal are to be
detected with certainty, the received components x’
and y’ should have the values +1 or —1 as accurately
as possible at the sampling times. This means that the
channels x — x’ and y—y’ should both satisfy the
Nyquist criterion, which can be achieved with an ap-
propriate choice for the transmission characteristics of
the lowpass filters in transmitter and receiver. At a bit
rate of 2400 bits/s a sampling rate of 1200 Hz is neces-
sary. The nominal bandwidth of the filters is thus
600 Hz. Since two sidebands are produced again in the
modulation, a bandwidth of 1200 Hz is necessary for
the transmission path. A data signal such as this can
be sent over a standard telephone channel without the
curvature in the characteristics giving rise to error bits
on reception.

Nowadays, however, there is an increasing demand
for transmission channels for higher bit rates, since
with the aid of a multiplier system it is then possible
for the same link circuit to serve a number of users.
A higher bit rate may also be-necessary when the data
received from a data link is to be presented on a visual
display. Various systems therefore operate at a bit rate
of 4800 bits/s. Orthogonal modulation is again used
here, but now with three bits transmitted at each sam-
pling. The coding circuit is then arranged so that the
signal is transmitted with a constant amplitude but in
eight different phases, differing by 45°. A picture of the
end-points of the appropriate vectors, known as the
‘signal constellation’, is shown in fig. 12. Each of these
points corresponds to one of the eight possible com-
binations of three bits.

The need for an even higher bit rate has led to the
development of systems for a rate of 9600 bits/s. In this
case a combination of phase and amplitude modulation
is used. Both output terminals of the coding circuit now
deliver a quaternary signal, i.e. one that can have four
values. In this case the values are +3, +1, —1 and —3
(fig. 13). The signal constellation for the transmitted
signal is shown in fig. 14. The 16 different combinations
of four bits can be coded in this way.

The signal constellation represented in fig. 14 illus-
trates only one of the many possible ways of coding the
bits. With a circuit like that of fig. 10 it is also possible
to modulate the two carriers in such a way that a dif-
ferent arrangement of these points is obtained. An

Fig. 11. Vector diagram of a signal with orthogonal modulation,
obtained with a circuit like that of fig. 10. C1 and C are the two
carriers. With this system two bits can be transmitted at each
sampling.

Fig. 12. Signal constellation that can transmit three bits per
sampling. The signal can occur in eight different phase states at
the sampling times.

—et

-0 1-1  0-0 0-1

Fig. 13. Quaternary signal with the four discrete values +3, +1,
—1and —3.
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Fig. 14. Signal constellation that can transmit four bits per
sampling. This signal'is produced by quaternary amplitude mod-
ulation of the two carriers in the circuit of fig. 10.
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Fig. 15. Signal constellation recommended by CCITT (V 29) for
transmission at 9600 bits/s. With this arrangement of the points
the signals are less aflected by phase fluctuations than in the
arrangement of fig. 14.

example, which is laid down in an international recom-
mendation 81, is given in fig. /5. This picture was ob-
tained by making the signals x" and y’ visible as analog
signals on an oscilloscope at the sampling times. It has
been found that a transmission system with such an
arrangement of these points is less susceptible to phase
fluctuations that appear as small angular displacements
of the diagram of fig. 15 and are due to noise in the
oscillators of (mainly older) carrier systems.

In the transmission system just discussed the sam-
pling rate is 2400 Hz, so that a nominal bandwidth of
1200 Hz is necessary. The carrier frequency used in this
system is 1700 Hz, which means that the nominal fre-
quency band of the transmission circuit must extend
from 500 to 2900 Hz. As stated earlier, data signals of
such a bandwidth cannot be reliably transmitted over
an ordinary unmodified telephone channel. Circuits are
required that will compensate for the departure of the
amplitude and group-delay characteristics from the
ideal flat curve. We shall now discuss the principles and
design of several such circuits.

Circuits for equalization

A circuit that will provide equalization (an equalizer)
corrects the amplitude and group-delay characteristics
insuch a way that they meet a particular criterion. For
data transmission over a channel of narrow bandwidth
a correction is required such that the complete circuit
satisfies the condition derived by Nyquist for the
prevention of interaction between the received pulses
at the sampling times (the Nyquist criterion).

If a transmission path is used whose characteristics
are fixed, an equalizer can be built up from a number
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of fixed circuit elements. [n many cases, however, the
characteristics of the transmission path are not known
before a connection is made. This is the case when the
existing telephone system is used. The connection be-
tween two subscribers can then be made along various
paths, and a different equalizer setting is generally
required for each path. Since manual adjustment is
difficult and time-consuming, equalizers have been
developed that adjust themselves automatically after
a connection has been made. As a rule a test signal is
transmitted before the actual information signal; the
equalizer then adjusts itself automatically and the set-
ting remains unchanged during the transmission of the
information. In this case we have a preser equalizer.
For such an equalizer to be of use in practice, the
characteristics of the transmission path should not of
course change during the transmission of the informa-
tion. Often, however, there are changes. In a carrier
system, for example, phase changes in the carrier signal
may occur that change the transmission characteristics
to an impermissible degree. In these cases there is a
need for an automatic equalizer whose setting is con-
tinually adjusted during the transmission of the infor-
mation. Such a device is called an adaptive equalizer.

Equalizers operating in the time domain

In most of the automatic equalizer circuits that have
so far been used the test signal consists of a series of
positive and negative pulses of equal amplitude. If the
transmission path was ideal, the sampled values in the
responsc would all be of equal amplitude and could
only differ in sign. If the characteristics deviate from
the correct form the maximum of each pulse can be
affected by tails from the preceding and the following
pulses. This can cause variations between the sampled
values. The basic principle used in many equalizer
circuits is that the received series of test pulses is com-
pared with a series of pulses originating in the receiver
and corresponding to the transmitted pulses (71, A
difference signal is produced from the received and the
comparison pulses, and this signal, the ‘error signal’, is
applied to a control circuit. This circuit determines for
every received pulse the extent to which the preceding
and following pulses contribute to the deviation from
the correct height. For such an operation to be possible
a number of pulses must always be simultaneously
available. This is arranged by applying the incoming
signal to a delay line after sampling; see fig. /6. The

18] CCITT recommendation No. V29.

[7) See for example R. W. Lucky, Automatic equalization for
digital communication, Bell Syst. tech. J. 44, 547-588, 1965,
and A. Gersho, Adaptive equalization of highly dispersive
channels for data transmission, Bell Syst. tech. J. 48, 55-70,
1969.
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delay line consists of a number of sections, each with a
delay time equal to the sampling period T. The signals
at the beginning and at the end of the line, and also
those between the sections, are multiplied by coef-
ficients ¢1 ... ey and applied to an adder Ad. The
output signal z from this circuit is the equalized signal.
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group-delay characteristics must be matched to various
transmission paths for the signals. This would not be
possible with filters consisting of inductors, capacitors
and resistors. : ’

In the application of the principle we have described
a series of pulses must be available that is exactly like

Del
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Sa T T - T
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I i
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Fig. 16. Schematic circuit of an automatic equalizer that operates in the time domain. When
the switch S is in position g the circuit operates as a preset equalizer. When switch S is in
position p the circuit becomes an adaptive equalizer. De/ delay line, consisting of a number of
sections of delay time T equal to the sampling period. Sa sampling circuit. Ad adder.c1...cn
transmission coefficients. DA differential amplifier. CC control circuit. x input signal. z output

signal. @ comparison signal. € error signal.

The signal z and the comparison signal a are applied
to the inputs of the differential amplifier DA, which
provides the error signal . (The switch Sis in the posi-
tion ¢.) This error signal is applied to the control circuit
CC, which changes the coefficients ¢ . . . ¢ in accord-
ance with one of several specially developed algorithms.
Since the output signal is affected by the signals at all
the taps, a direct determination of the desired mag-
nitude for each of the coefficients is not possible. The
procedure is therefore.carried out with a series of test
pulses, and the correct setting is obtained by an itera-
tive method. The coefficients finally receive the values
for which the error signal ¢ has the minimum value.
The equalizer is then set so that the combined char-
acteristics of transmission path and equalizer satisfy
the Nyquist criterion. The values of the coefficients
¢1 ... cy thus obtained are now fixed and the informa-
. tion can be transmitted.

After the equalizer has been set up the circuit forms a
‘transversal’ filter (8], Filters of this type can often be
used to meet specifications that are almost or com-
pletely impossible to satisfy with conventional filters.
In the case in question both the amplitude and the

-the series of test pulses originating from the trans-
mitter. These comparison pulses can be generated
separately in the receiver, but it is also possible to
derive the comparison signal from the output signal of
the equalizer. A circuit of this type is formed when the
switch S in fig. 16 is set to position p. The signal then
passes through a ‘slicer’ S/, which limits both positive
and negative pulses. If the equalizer is not yet set up
correctly, the pulses that form the signal z have dif-
ferent heights. The pulses in the output signal of the
slicer, however, do all have the same height. This signal
is therefore approximately equal to the desired signal
and can be used as a comparison signal. This circuit
operates not only while the test pulses are being
received, but also while the information is being trans-
mitted. The unit therefore forms an adaptive equalizer.

A feature of the equalizers that we have looked at so
far is that the criterion for the control of the circuit is
derived from the time function of the signal. These
equalizers are therefore said to work in the time domain.
Since the output signal from the equalizer is the con-
trolling time function, these circuits in fact make use of
a form of feedback. Because of the ever-present danger
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of instability in feedback circuits it is only possible to
use small steps in the iterative procedure for establish-
ing the coefficients ¢ . .. cy. This means that a long
series of test pulses (perhaps 1000) may be necessary to
reach the stable final state.

It can happen that-a transmission path is so poor
that the non-equalized signal has the wrong polarity at
some of the sampling times. This can appreciably
lengthen the setting-up time, particularly in the case of
an adaptive equalizer, and depending on the algorithm
for the control circuit, it may happen that the stable

Fi ACy
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| |
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| |
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Fig. 17. Schematic circuit of an equalizer operating in the fre-
quency domain. F, ... Fa filters. PhCs . . . PhCpy phase-correct-
ing circuits. AC1 ... ACyu amplitude-correcting circuits.” Ad
adder. x input signal. z output signal.

setting is not reached at all. For this reason circuits are
used that initially operate with locally generated com-
parison pulses; once the setting-up procedure has gone
far enough for the error signal ¢ to be sufficiently small,
the system is switched to the adaptive mode of opera-
tion.

An equalizer operating in the frequency domain

We shall now describe an equalizer developed at our
laboratories that does not have the disadvantage just
mentioned. The criterion for setting up is not derived
from the time function here, but from the spectrum of
the test signal; operation is in the frequency domain.
The principle used depends on the fact that a periodic
signal has a line spectrum with a finite number of com-
ponents in a limited bandwidth. If the change in am-
plitude and phase arising in the transmission path is
determined for each of these components, then these
changes can be compensated and the transmitted signal
can be recreated from the sum of the corrected com-
ponents. By applying this process to a test signal con-
sisting of a series of periodically repeated pulses, the
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data link is equalized for this test signal. In this case,
provided a particular condition is satisfied, equaliza-
tion has then also been established for the data signals
to be transmitted.

This principle could be put into practice with a cir-
cuit corresponding to the block diagram of fig. 17. The
received test signal is applied to a number of filters
Fy1 ... Fpr, which each pass one of the components of
the spectrum. A phase-correcting network P4C and an
amplitude-correcting network AC are provided for each
component [®l. The way in which these circuits are set
up automatically will be described later. After passing
through the networks PAC and AC the components are
recombined in the adder Ad.

Since there is no feedback in the application of this
principle, there is no danger of instability and no need
for an iterative procedure in setting up. This means
that setting up is much faster than for equalizers operat-
ing in the time domain.

The test signal

As will be shown later, the setting up can be per-
formed with a single test pulse. However, to explain
the operation we shall at first take the signal to consist
of a series of short pulses with a pulse period NT,
where T is again the sampling time and N an integer.
The spectrum of the signal contains a d.c. component
and a number of harmonic components at regular fre-
quency intervals of f1, where

Ji = 1/(NT).

If we assume that the transmission path limits the
bandwidth to the ‘Nyquist rate’ fy = 1/(2T), the highest
frequency in the spectrum is g/NT, with ¢ = (N — 1)/2.
(We confine ourselves here to the simple case in which
N is odd.) The relation for the transmitted test signal is
then:
9
S =E{& + D cosrkfir)}. 2
k=l

If we make use of the following relations (which can be
derived from the summation of a geometric series):

g sin o(g + %)
Jjkt — 7 @ 7
L e sin (/2)

k=—gq

€)

and we substitute

o = 2mfit = 2mt/NT,

[8) See for example H. E. Kallmann, Transversal filters, Proc.
I.R.E. 28, 302-310, 1940. An explanation of the operation of
such filters has also been given by P. J. van Gerwen in the
article ‘The use of digital circuits in data transmission’,
Philips tech. Rev. 30, 71-81, 1969.

91 The d.c. component, which is passed by the filter F1, is of
course only corrected.in magnitude.
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then we can also write (2) in the form:

sin (7¢/T)

S0 =3 ATy

)
This function has zeros at integer multiples of 7,
except at multiples of the pulse period NT of the test
pulses.

If as a result of the characteristics of the transmission
path the spectrum components of the test signal under-
go changes in phase and amplitude, then a signal is
received of the form

x(t) = E{dao + i ax cos Crkfit + ¢x)}. (5
k=1

The ‘task’ of the equalizer is now to bring the phase
angles ¢x back to zero and to make the coefficients ay,
equal to 1, so that the shape of x(¢) will correspond to
that of /(7).

The filters

The performance required of the filters F is very

different from that usually required of filters for other
applications. Generally a filter should pass all signals
in a particular band of frequencies and suppress all
signals outside that band as much as possible. In the
case considered here, however, each filter must pass
one of the components from the line spectrum of the
test signal and suppress the other components. Since
this line spectrum only has components at integer
multiples of the repetition rate of the pulses, the filters
must have transmission characteristics with zeros at
regular intervals along the frequency axis.
. Even though these filters operate at a fixed setting,
unlike those in the equalizers discussed earlier, it is
very difficult to realize them with classical filter cir-
cuits. A solution is again offered here by the transversal
filters. The complete circuit can still remain compara-
tively simple, since a separate delay line is not necessary
for every filter; it is sufficient to have a common delay
line for all the filters. The number of taps is made equal
to N, the ratio introduced earlier of the period of the
test pulses to that of the data pulses. The number of
sections is therefore N — 1. The delay time per section
is again equal to the sampling interval T. Since a sharp
cut-off of a particular passband is not necessary, the
value of N can remain relatively small (e.g. 15). How-
ever, the number of sections should be sufficiently
large for the total delay time (N — 1)T for the signal to
be at least equal to the duration of a received pulse with
its tails (the pulse response).

We shall consider first the filter F; that gives the d.c.
component of the test signal. This can be a transversal
filter, with the voltages at the taps on the delay line
added directly together. Since the transmittance func-
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tion of each section is equal to e~2"/T, the transmit-
tance function of the filter thus formed is
N—1

Hy (f) = 3, emombiT =

k=0

=e2MfT {142 i cos 2zmfT}. (©)

m=1

Making use of equation (3) again and substituting
o = 2nfT = 2nf|Nf1, we then have:

_omygr S ()
sin (7fINf)

Since g is equal to (¥ — 1)/2, the first factor of (7)
corresponds to the transmission characteristic of the
part of the delay line between the input and the centre.
The delay time of this part of the filter is independent
of the frequency, so that this term need be considered
no further. The fraction appearing in (7)

sin (zf]f1)
sin (7f] Nf1)

is the transmission characteristic of the filter. This is
shown in fig. 18. The curve has zeros at integer values
of flf1, except at integer multiples of Nf/fi. With the
assumption that the nominal cut-off frequency of the
transmission path is equal to the Nyquist rate
Jo = 1/2T), however, only the d.c. component is
passed.

Ho' (f)=e @

Ho(f) = ®)

Hy(f)
T !
|
|
AN yYANIRYVAN :
o 0 1S ‘*’ Fo \J N \U
[ 'f/f,

Fig. 18. Transmission characteristic of a transversal filter in
which the delay line has N taps. The number of sections is there-
fore N — 1. The coefficients ¢; ... cx (see fig. 16) are all equal.
This characteristic is represented by eq. 8. In addition to the d.c.
component this filter passes the harmonic component at the fre-
quency Nfi1.

— /f

Fig. 19. Some examples of transmission characteristics of trans-
versal filters that each pass one of the harmonic components of
the test signal. The frequencies of the transmitted components
are 2f1, 3f1and 4f1.
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Fig. 20. Circuit of the transversal filters that split the test signal
into harmonic components. Del delay line. M. and Mj resistance
networks for the cosine and sine filters. r is the number of the
row and k that of the column of the resistances. ¢;x and srx
transmission coefficients of the signals from the taps of the delay
line to the output terminals of the filters. wo(?) ... ug(t) and
v1() . . . vg(t) output signals from the filters. ’

Filters that pass one of the harmonic components
and suppress the others (thus including the d.c. com-
ponent) can be derived from the filter for the d.c. com-
ponent by a simple transformation. This depends on the
theorem [10] that the transmission characteristic Ho(f)
of a lowpass filter is shifted to a central frequency f; if
the pulse response appropriate to Ho( f) is multiplied
by cos 2nfrt or sin 27fyt. In the first case the transmis-
sion function

C() =3H(f+ )+ H(f—f} )

is produced, while in the second case the corresponding
function is:

Sr(f) = 3{Ho(S + /) — H(f—fr)}.  (10)

From now on we shall call these filter types ‘cosine
filters’ and ‘sine filters’. Both filters have the same
transmission characteristics; but at the frequency f; the
output voltages of the two types differ in phase by 90°.
Since this phase difference is made use of for the phase
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correction in the equalizer, both a cosine filter and a
sine filter are used for each value of f. Fig. 19 shows
three examples of these transformed transmission char-
acteristics, for fr = 2f1, f = 3f1and f; = 4£1.

The various filters can be realized by connecting
fixed resistances to the taps on the delay line. A con-
figuration of this type is shown in fig. 20. The resist-
ances belonging to the cosine filters and sine filters are
shown on opposite sides of the delay line. Each row of
resistances, together with the delay line, forms a trans-
versal filter. The number of a row is indicated by r
(going from 0 to g), and the number of a column, and
hence that of a tap on the delay line, is indicated by k
(going from 1 to N). The transmission coefficients from
the taps to the output terminals of the cosine filters are
indicated by c¢rx and those to the output terminals
of the sine filters by srx. The factors cos 2mf;t and
sin 2nfyt mentioned above, by which the pulse response
of the d.c. filter must be multiplied to obtain the filters
that pass the harmonic components #f1, are now ob-
tained by substituting f, =r/NT and ¢t =(k—g—1)T.
The resistances must therefore be given values such
that these transmission coefficients satisfy

¢rg = cos 2nr(k — g — 1)/N
and (1)
Srx = sin 2mr(k — g — 1)/N.

(Where negative values are necessary for these coef-
ficients, the resistances concerned are connected to the
delay line via inverters.) The total number of trans-
versal filters in the arrangement of fig. 20 is then
2g 4+ 1 = N. This corresponds to the number of taps
on the delay line.

The principle of the equalizer described here depends on the
‘discrete Fourier transform’ (DFT) [11] of the test signal. In the
usual expansion of a periodic function of time as a Fourier series,
this function corresponds at every instant to the sum of a series
of components, a series that in general contains an infinite number
of terms. In DFT this correspondence is only required at a finite
number of instants. A finite number of terms in the series expan-
sion is therefore sufficient. These terms are not found by integra-
ting with respect to time, as in the usual Fourier expansion, but by
summation of a number of discrete values. If it is desired to
expand a function x(¢), periodic in ¢ and of period 1, in a series
that corresponds with the values xi of x(¢) at the times ¢t = k/N
(N is a positive integer), then we can write:

1 M=t
X = —]\-/ Z Xneannk/N, (12)
n=0
where
N—1
Xn= ) xpe-2minkiN, a3)
k=0

(10} A. Papoulis, The Fourier integral and its applications,
McGraw-Hill, New York:1962.

(113 A.V. Oppenheim and R. W. Schafer, Digital signal process-
ing, Prentice-Hall, Englewood Cliffs 1975.
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The relation between the equations for xx and X, depends on the
fact that the expression

1 N1
¥ Z e3ninr/N
n=0

is equal to 1 for r = mN (i is an integer) and is equal to zero for
all other integer values of r.

The analogy between the equations for the time function xx
and the spectrum X7, is expressed in the case we have considered
by the correspondence between equations (4) and (8).

In the above discussion the starting point was the
application of an analog signal of limited bandwidth to
the input of the transversal filters. It was tacitly as-
sumed that the sampling of the equalized signal took
place at the output of the equalizer. It is however also
possible to sample the signal before it is applied to the
filters, even though the input signal to each transversal
filter then has a wide spectrum and, because of the
periodicity of the passband of such a filter, many of
these components reach the output. This is because a
transversal filter whose output signal is sampled at a
particular instant has the property that the input signal
can also be sampled with a period corresponding to
the delay time per section. In the first case the analog
voltages f(¢), f(t —T), f(t — 2T), etc. at the taps are
first combined to give the voltage

s1() = aif ) + cof(t—T) + ... enf{t — (N— 1T},

in which ¢ = #; is substituted on sampling. In the
second case the sampled voltages f(t2), f(t2 + T),
S(t2 + 2T), etc. are passed through the delay line, and

Ur(t)c Acr
Eer
S
i
Vel t)o— _As,-
Esr ;ﬁ
S

%

Fig. 21. Circuit for correcting phase and amplitude of the test
signal. Acr and Asr control amplifiers whose gains are propor-
tional to the control voltages E¢, and Esr. By control amplifier
with gain inversely proportional to the control voltage D,. The
input signals to the amplifiers are sampled at the time ¢ = 0 with
the switches S. w/t) and v.(t) output signals from one of the
cosine filters and the corresponding sine filter, respectively (see
fig. 20). yr(z) and z(¢) input and output signals of the amplifier B,.
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then give rise to the discontinuous voltage

sa(t2) = e f(tz + (N —1T) +
+ cof(te + (N—2T) ... cnf(t2).

The voltages s1(¢1) and s2(¢2) will clearly be equal when
the difference between the sampling times #; and f3 is
equal to the total delay time (N — 1)T of the delay line.

Sampling the signal at the input to the equalizer has
the advantage that a much simpler design can be used
for the delay line.

The phase and amplitude correction

The principle of the circuit used for correcting the
phase and amplitude of each component of the spec-
trum of the test signal is shown in fig. 2. The cosine
filter for the component under consideration, which has
a transmission function Cy(f) as given by (9), delivers
the output signal

u(t) = 3NEay cos Qarfut + ¢,  (19)

while the output signal from the sine filter with the
transmission function S,(f) given by (10) is

v,(t) = ¥NEa, sin Qurfit + ;). (15)

The voltages are applied to the two amplifiers of gain
Acr and Agy, proportional to the control voltages Eer
and Esy, so that

Acr = hEcr and Asr = hEsr,

where # is the constant of proportionality. The control
voltages Eer and Esy are derived from the input signals
by sampling them at a particular instant with the aid of
the switches S. This instant can be chosen as the time
t = 0 without loss of generality. The control voltages
are then

Ecer = u,(0) = 4 NEa, cos ¢
and
Esr = ’UT(O) = %NEar sin ¢r.

Since the amplifiers are then set up such that

Acr = huT(O) and Asr = h'Ur(O), (1 6)

the output voltages are

Yer(t) = Ka,2 cos ¢y cos 2nrfit + ¢r)
and
vsr(t) = Kay? sin ¢, sin Qrrfit + ¢r).

The constant K here is equal to AN2E2/4. The two
signals are added together, giving the sum signal

Ye(t) = Acrr(t) + Asrvr(t) = Ka,2 cos 2nrfit. (17)

We see that this voltage is independent of the unknown
phase angle ¢y.
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cC - Fig. 22. Block diagram of the equalizer, operat-
- = A ing in the frequency domain. The control cir-
M, ~ 7] cr cuit CC, which is set up at time + = 0, contains
¢ 2 — — — g circuits like those of fig. 21. The output 51gnals
I zr(t) are added in the adder Ad. z(¢) is the
R equalized output signal.
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For amplitude correction the signal y,(¢) is applied
to the amplifier of gain By. The gain of this amplifier
can also be controlled, by the voltage Dy, but now in
such a way that the gain is inversely proportional to D,.
We can therefore write:

By = h,/Dr- (18)

The control voltage Dy is again derived from the input
signal by sampling this signal immediately after the
time ¢ = 0. The control voltage then obtained is

= 7(0) = h{w2(0) + v(0)} = Kar?,

so that the output voltage of the amplifier becomes

(19)

zr(t) = Byys(t) = h’ cos 2mrfit. (20)

This voltage is clearly independent of both the unknown
phase angle ¢, and the unknown amplitude a, of the
appropriate component from the spectrum.

We make the constant /' the same for all the com-
ponents, except the d.c. component, which is obtained
from the cosine filter for which » = 0. In the latter case
we make the corresponding quantity equal to /#'/2. The
sum of all the corrected components then becomes

z)y=nE+ i cos 2zrfit). 21

r=1

This equation corresponds to (2) and therefore, in
connection with (4), gives the pulse response of a net-
work that satisfies the Nyquist condition, which is the
intended result for the equalizer. The setting of the
amplifiers is now fixed, which is represented in fig. 21
by capacitances. All subsequently transmitted data
signals are therefore also equalized.

The complete circuit of an equalizer designed in
accordance with the principles described is shown in
fig. 22. The resistance networks M, and M correspond
with those of fig. 20. The control circuit CC contains a
correction circuit like that of fig. 21 for each com-
ponent of the test signal. In the circuit Ad the output
signals from all the B amplifiers are added, giving rise
to the equalized signal z(z).

In the above description of the operation of the cir-
cuit it was assumed that the analog signal received via
the transmission path was applied to the input of the
delay line. In this case the signal z(z) given by (21) is
obtained at the output of the equalizer. Sampling this
signal at the correct times gives the values of the bits.
However, a significant advantage can be obtained by
making use of the possibility of sampling the signal
before the delay line, as mentioned earlier. If a circuit
Sa is included that samples the signal periodically at
the frequency 1/7, as indicated in fig. 22, then the
transversal filters give the corresponding discrete values
of uy(t) and v,(¢) at periodic times.

The use of a non-periodic test signal

In the above mathematical treatment it was assumed
that the test signal consisted of a series of pulses with
a repetition period of NT. If now the significant re-
sponse time of each pulse is smaller than NT, then all
the information necessary for setting the equalizer is
present at an instant at which the response of the first
pulse has been completely entered into the delay line.
It therefore does not matter whether the test signal is a
periodically recurring pulse or just a single pulse. The
setting time can therefore in principle remain limited
to the time necessary for the delay line to take in the
response of a single pulse.

The effect of components above the Nyquist rate

Another initial assumption was that the received
signal only contained components below the Nyquist
rate fo (see fig. 3). Since a transmission path is used
that has a Nyquist-type characteristic at the cut-off
frequency (fig. 6), components above fy can however be
transmitted. The fact that transversal filters have
periodically repeated passbands (fig. 18) means that
some of the filters pass components that are above fp.
For each of these filters the two transmitted com-
ponents are located symmetrically about the Nyquist
rate. It can be shown from relations that apply to the
discrete Fourier transform that the appropriate correc-
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tion is also achieved with the equalizers we have
described when these two components are both passed
by the same filter.

Digital version

An equalizer as in fig. 22 could be built up from
standard elements. The delay line could be a ‘bucket-
brigade’ line [12], or a charge-coupled device (CCD)l13],
with which a signal can be shifted in steps. Other com-
ponents of the circuit, a sampling circuit, inverters,
control amplifiers and circuits for setting the voltages
are well known from other branches of electronics.

It is however possible, and indeed a much more
attractive idea, to construct the complete equalizer
from digital circuits. The principle of such a design is
shown in fig. 23. The receiver now consists of an
analog-to-digital converter A/D operating at a sam-
pling rate 2f; and a digital processor Pr. The receiver
is controlled by a clock circuit C/ that is synchronized
with the data signals. The received signal x(z) is coded
in the analog-to-digital converter 4/D in a binary code,
typically of 8 bits, corresponding to 28 = 256 levels.
The signals xx(¢) at the taps of the delay line (see fig. 20)
can be expressed in terms of the input signal x(¢) by
writing:

xi(t) = x(t"),

where ¢’ =t — (k — 1)T. These signals can therefore
also be obtained by sampling the input signal with a
period T. The output signals from the filters now follow
from the equations

N
ur(t) = Z C'rlcxlc(t)
k=1

and (22)

N
v(t) = Y sewxi(?),
k=1

with r =0...¢. In the digital design the values of
xx(t) for t =0 are stored in a register that forms part
of the memory Mem. The constants ¢, and s, (see 11)
are also stored here. The output signals %,(0) and v,(0)
are then calculated in the arithmetic unit Cal from the
above equations. From these quantities, which are also
stored in the memory, the setting of the (now simulated)
amplifiers Acr, Asy and By follows. The appropriate
calculations are performed with the aid of the equa-
tions (16), (18) and (19).

On the subseéquent reception of the data signals, the
corrected value of the spectrum components is given,
as can be seen from fig. 21, by the equation

zZ(t) = APrBrur(t) + AgrBroe(2). (23)
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The sum of these components gives the output signal

0= z(). 24)

r=0
In calculating u,(¢) and wv,(¢) from the equations
given above N2 products would have to be calculated
for each sampling. This procedure can be considerably
simplified, however. After substituting (22) and (23),
the equation (24) takes the form

N
Z(t) = Z ckxk(t),

k=1

(25)
in which

q
= Z (AchrIc + AerrIc)Br- (26)
r=0

The coefficients cx, which are again stored in the
memory, only have to be calculated once for the setting
of the equalizer. When these quantities are used, then
only N products have to be calculated at each sampling
on reception of the data signals. The values of ¢ cal-
culated in the way described above and stored corre-
spond completely with the coefficients ¢1 . . . ¢y that
are used in an equalizer operating in the time domain
asin fig. 16.

The digital version offers possibilities that cannot be
obtained, or can only be obtained with difficulty, with
analog circuits. For example, when standard elements
are used it is necessary to limit the number of taps on
the delay line, and hence the value of N. With the
digital version, however, there is no objection to choos-
ing higher values for N, say up to 32. In practice the
pulse-response time can amount to 13 ms. It has been
found that to achieve the desired accuracy the arith-
metic unit requires about 10 ms to determine the coef-
ficients cg. A total time of only 23 ms is thus required
for equalization of the data link.
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Fig. 23. Digital version of an equalizer operating on the prin-
ciples illustrated in fig. 22. A/D analog-to-digital converter. Pr
processor. Mem memory. Cal arithmetic unit. C/ clock-signal
generator. x(z) input signal. z(#) output signal. The quantities
stored in the memory are discussed in the text.
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Once the coefficients ¢y have been established, the
computer has a surplus of arithmetic capacity. This
can be used for applying corrections to the values of cx
during the transmission of the information. The prin-
ciple of adaptive equalization in the time domain, as
described earlier, is then applied (see fig. 16). This also
allows corrections to be made for a not completely
correct setting of the equalizer, which can occur when
an interfering signal is received at the same time as the
test pulse.

xl

jl Eq, |l

| £ |L

Eq,

[ Eq, | -
L =% el

Fig. 24. Circuit with four equalizers, applied in the receiver sec-
tion of a modem for 9600 bits per second. Eq; is the equalizer for
the x channel, Eqz the equalizer for the y channel. Eqs and Ega
compensate interaction between the two channels.
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should of course both satisfy the Nyquist condition.
This can be achieved in part by the lowpass filters LPy,
LPy" and LPs, LPy', which are included in the signal
path in the transmitter and receiver. Even then the
uncertainty in the characteristics of the transmission
path makes it necessary to use equalization, which
should be separate for each channel. This is still not
sufficient, since errors can also arise when the shape of
the characteristics of the transmission path is such that
there is insufficient separation between the two chan-
nels, so that the signal y’ is affected by the signal x at
the sampling times, and vice versa [4. This ‘crosstalk’
effect can be corrected by including two extra equalizers
in the receiver. The corresponding circuit is shown in
fig. 24. Eq; and Egs are (identical) equalizers for the x
channel and the y channel; Eqs and Eq4 (also identical)
compensate for the effects of interaction. All the equal-
izers are set up at the same time. The test pulse is trans-
mitted on one of the channels, e.g. the x channel. Eq;
is set up with the aid of this. This setting is taken over
by Eqgs. Eqs follows a programme that makes y’’ zero at
all sampling times. Eq4 takes over the resulting setting

20ms

20ms

—t

~.
ey

R AU

|
11ms !

t t

Fig. 25. The signal used in setting up the equalizers in the equipment described. From ¢1 to f
a 1200-Hz signal is transmitted, together with a d.c. component. In the interval ¢ to ¢3 the
test pulse is transmitted. During the subsequent calculation time ¢3 to 74 a 1200-Hz signal is
transmitted again. At 4 the actual data transmission commences.

Application of digital equalization in a system for data
transmission with 9600 bits per second

We stated at the beginning of this article that the
need for higher bit rates has led to the development of
systems in which more than one bit is transmitted per
sampling. Here the use of digital circuits offers possibil-
ities that are hardly practical with analog circuits. We
should like to illustrate this by describing a transmis-
sion system for 9600 bits/s. A sampling rate of 2400 Hz
is used in this system, so that each sampling contains
information about 4 bits. The nominal bandwidth is
therefore 1200 Hz. The transmission takes place by a
combination of phase and amplitude modulation of the
data carrier, a method that was discussed earlier with
reference to fig. 10.

To give reliable transmission of a signal with a mod-
ulation system like that of fig. 10, the x and y channels

of Egs, but gives a compensation voltage of the op-
posite sign.

For the correct operation of a system with orthogonal
modulation as described here, the frequency of the car-
rier signal used in demodulation at the receiving end
must be exactly equal to the frequency of the carrier sig-
nal modulated at tHe transmitter. If there is a small dif-
ference between these frequencies there will be a phase
error in the received signal, associated with a gradual

(121 F, L. J. Sangster, The ‘bucket-brigade delay line’, a shift
register for analogue signals, Philips tech. Rev. 31, 97-110,
1970.

F. L. J. Sangster and K. Teer, Bucket-brigade electronies —
new possibilities for delay, time-axis conversion, and scan-
ning, IEEE J. SC-4, 131-136, 1969.

(131 L. J. M. Esser, Peristaltic charge-coupled devices: what is
special about the peristaltic mechanism, in: P. G. Jespers,
F. van de Wiele and M. H. White (ed.), Solid-state imaging,
Noordhoff, Leiden 1976, pp. 343-425.
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rotation of the diagram of fig. 15. By detecting this
error the frequency of the demodulating carrier can be
corrected. Variations in the clock frequency can be
corrected in a similar way.

The signal pattern applied to one of the channels in
the transmitter to set up the equalization system is
shown in fig. 25. First of all a 1200-Hz signal is trans-
mitted for 20 ms. This modulates a carrier at 1700 Hz
to produce sidebands at the frequencies 500 and
2900 Hz, and since the signal also contains a d.c. term
the carrier is also transmitted. These three signals are
now used for setting the carrier-signal and clock-signal
generators in the receiver to the correct phases.

The test pulse is next transmitted during an ‘interval’,
which also lasts for 20 ms. During the calculation time
of 11 ms, which now follows, a 1200-Hz signal is again
transmitted to ensure that the phase of the clock signal
is correct. The transmission of the data signals then
starts, in which the decoded values of x’ and y’ of the
signal constellation from fig. 15 appear at the output
in groups of four bits. As we said earlier, the correct

Philips tech. Rev. 37, No. 1

phase of the data carrier and of the clock signal can
now be derived from the data signals, and the proces-
sor algorithm is switched over to the slower adaptive
correction to the principle of fig. 16.

Summary. A transmission path for data signals should have
characteristics very different from those for telephony. Never-
theless, the rapidly increasing need for data links has made it
necessary to make extensive use of existing telephone circuits for
data transmission. Since the characteristics of the telephone
circuits can differ very considerably from one another, reliable
transmission of data signals at high bit rates is only possible if a
circuit is used that makes the characteristics of the complete
transmission path conform to the Nyquist criterion for data
transmission, preferably automatically. Many of these equalizers
take the information for setting up from the time function of a
transmitted test signal; they operate in the time domain. Dis-
advantages associated with these equalizers are that the setting-up
time is long and that there is a danger of instability in the circuit.
The article describes an equalizer that operates in the frequency
domain and does not have these disadvantages. Special features
of this type of equalizer are that preset transversal filters are used
and that only a single test pulse is required for the setting up.
The algorithm used is based on the discrete Fourier transform of
the response of this test pulse. An equalizer of this type has been
made with digital circuits. Four of the equalizers have been
combined in a modem for transmitting data signals at a rate of
9600 bits per second.
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Annoyance due to modulation noise and drop-outs in

magnetic sound recording

D.J. H. Admiraal, B. L. Cardozo, G. Domburg and J.J. M. Neelen

It is possible to carry out many kinds of physical measurement with great accuracy on a
product intended for human use and still not obtain a conclusive answer to the question
of the product’s usability. This is because human perception also enters into the picture.
If the investigation is extended to include a representative number of human subjects it
will be discovered, however, that human perception obeys certain laws. These can often
be quantified, as has been done for example in the theory of the chromaticity diagram
and in the international definitions of loudness. More particularly in the context of noise
abatement, a further step has been taken and efforts have been made to express the
concept of anhoyance in numerical terms, leading to reproducible results. Something of
the same sort is attempted in the article below, which deals with the annoyance caused
to the listener by two imperfections of magnetic sound recording that are hard to avoid:
modulation noise and the spontaneous occurrence of short interruptions or ‘drop-outs’.
The subject belongs naturally to the range of studies performed by the Institute for

Perception Research (IPO), where the authors carried out the work.

Noise and ‘drop-outs’ in magnetic sound recording

The recording of sound on magnetic tape has reached
a high degree of perfection. An inherent imperfection of
the process, however, is the noise added to the original
audio signal. When the conditions are good the noise
may be barely perceptible, but under less favourable
conditions it is distinctly audible and can sometimes
be annoying. In this article we shall be concerned with
the audibility of one particular type of noise and with
the annoyance it causes.

There are in fact two kinds of noise. In the first place
there is the background noise, which is always present
during’ playback and is particularly obtrusive in the
absence of a signal or when the signal is weak. Efforts
are made to reduce this noise by improving the quality
of the tapes and also by magnetizing the tape as fully as
possible. One method includes a process of signal com-
pression and expansion (the Dolby system). Another
approach is to attenuate the highest frequencies during
the reproduction of weak signals, since these are the
components of the noise that are most disturbing to
the listener (‘Dynamic Noise Limiter”).

Drs B. L. Cardozo is with the Institute for Perception Research,
Eindhoven; Ing. D.J. H. Admiraal, Ing. G. Domburgand Ir J. J. M.
Neelen were formerly with the Institute. Ing. G. Domburg is now
with the Philips Medical Systems Division, Eindhoven,and Ir J.J. M.
Neelen is with Hollandse Signaalapparaten B.V., Hengelo.

Apart from this noise, which is an independent addi-
tion to the signal and may therefore be called additive
noise, there is also what is termed multiplicative noise.
This only occurs when a signal is recorded on the tape
(i.e. during the ‘modulation’ of the tape); its strength
is proportional to that of the signal. It takes the form
of amplitude modulation of the signal. It is this kind
of noise, called ‘modulation noise’, that will be dealt
with here. Under certain conditions modulation noise
can be annoying, as appears from listening tests that
we have carried out and which will be described below.
Its reduction deserves just as much attention as that of
additive noise.

Another annoying effect that has been the subject of
considerable attention is the effect known as ‘drop-
out’, i.e. short interruptions (really attenuations) of the
signal that occur during the playback of magnetic
tapes. They may be caused by inhomogeneities in the
magnetic layer, or they may be due to dirt, fingerprints,
creases in the tape, etc. This effect is most troublesome
with cassette tapes. For a fraction of a second the signal
almost or completely vanishes. The effect might be
regarded as a very low-frequency component of mod-
ulation noise, but in an oscillogram of the playback
signal (fig. I) it can be clearly distinguished from the
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Fig. 1. Oscillogram of asinusoidal tone at 5000 Hz, obtained from a magnetic tape. It shows,
in addition to thelow-frequency amplitude modulation in which the modulation noise appears,
anumber of short attenuations in thesignal amplitude (‘drop-outs’). The distance between two

vertical lines corresponds to 0.1 second.

other amplitude variations, and it makes a quite dif-
ferent impression on the listener.

Our listening tests have shown that the annoyance
caused by drop-outs depends on their duration, the
degree of signal attenuation and their distribution in
time. A measuring instrument has been developed in
which these aspects are evaluated in the same way as
they were in the listening tests; the instrument gives a
reading of the results in terms of a numerical ‘annoy-
ance rating’. Some forty of these instruments are now
being used in the laboratories of magnetic-tape manu-
facturers and users all over the world (11,

Causes of modulation noise

Although in this article we are only concerned with
the perception and subjective evaluation of the inter-
fering eflects mentioned above, it will nevertheless be
useful to touch briefly on the causes of modulation
noise.

An important cause is the inhomogeneous distribu-
tion of the magnetic particles in the tape. The particles
each form a single magnetic domain and are thus fully
magnetized; consequently they tend to form clusters
during the manufacture of the tape [21. In magnetizing
the tape the maximum magnetization will consequently
vary from place to place. Another contributory factor
is that the thickness of the magnetic layer is not com-
pletely uniform.

Yet another important cause of modulation noise is
the variation in the gap between tape and magnetic
head. This may be due to surface roughness of the
tape, but also to soiling of the head or of the tape. As
a result there are fluctuations in the field that records
the signal on the tape. The resulting modulation noise
(called ‘asperity noise’ [31) is often the most serious in
practice.

In this last form of modulation noise the lowest fre-
quencies are strongest. The spectral power density
(noise power per Hz bandwidth) can be approximately
represented by a curve that is flat below 35 Hz and
decreases by 6 dB per octave above it; see fig. 2.

Hearing threshold and masking

The characteristics of the ear obviously play an
important part in the perception of modulation noise.
In the first place its perception depends on whether or
not the modulation noise exceeds the threshold of
audibility. The lower curve in fig. 3 gives the threshold
for single (sinusoidal) tones; a logarithmic plot is given
of the intensity required for a tone of a particular fre-
quency to be just perceptible to the average ear. The
sensitivity of the human ear is highly frequency-
dependent and s greatest between 3000 Hz and
4000 Hz.

Whether or not a sound is heard depends not only
on its intensity but also on whether or not other sounds
are present. A stronger sound may mask a weaker one,
i.e. make it inaudible. In this way the modulation noise
is often masked by the sound signal itself. The masking
is also frequency-dependent, and is particularly pro-
nounced at closely adjacent frequencies. This can be
seen from the other curves in fig. 3, which relate to the
masking of single tones by noise in a narrow frequency
band around 1000 Hz; the nearer the tone is to
1000 Hz, the stronger it must be to be heard. As can be
seen, the masking effect of the noise band extends much
farther towards the higher frequencies than towards
the lower frequencies.

Audibility and annoyance

A sound, or more generally an acoustic effect, can be
made so weak that it becomes inaudible to the human
ear. When the sound is then made stronger again, the
threshold of audibility will eventually be exceeded. In
this process it is essential that the listener should know
the sound and thus be able (o recognize it. Only then
does a threshold value have any significance. In our
experiments we always ensured that the subjects taking
part were thoroughly familiar with and capable of
recognizing the modulation-noise effect and the drop-
outs. This is vital to the manner in which the degree of
annoyance is determined. Our initial assumption is that
the annoyance increases monotonically with the mod-
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ulation depth, or, in the case of the drop-outs, with
the modulation depth and also with the duration of the
interruption.

To indicate the annoyance due to unwanted sound
in terms of a number on a scale, we can take the thresh-
old of audibility as the zero of the scale. We also found
that after some practice the subjects could in fact give
quantitative estimates of annoyance that increased
monotonically with the intensity of the unwanted
sound. We therefore asked the subjects to give their
judgement of the annoyance / due to the modulation
noise in certain passages of music, on the following
scale:

/i = 0 no modulation noise audible,
1 modulation noise audible but not annoying,
2 modulation noise annoying,
3 modulation noise very annoying.
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Fig. 2. Frequency spectrum of modulation noise measured on a
tape containing a recording of a sinusoidal tone at 1000 Hz
(solid curve), and curve approximating to it (dashed). P1(f) is the
power density of the noise, i.e. the power in a frequency band
1 Hz wide, given in dB relative to the power of the sinusoidal
tone. f frequency.
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Fig. 3. Threshold curves for the human ear. The lower curve gives
the hearing threshold for sinusoidal tones, and is a plot of the
level L which a sinusoidal tone of frequency f must have to be
only just audible to the average human ear (0 dB corresponds
to a sound-pressure amplitude of 2 X 10-5 N/m?). The other curves
show how this threshold curve changes when noise at a level Ln
is present in a narrow band around 1000 Hz. The narrow noise
band has a masking effect here, which is particularly marked at
the higher frequencies. (From E. Zwicker and R. Feldtkeller,
Das Ohr als Nachrichtenempfinger, 2nd edition, S. Hirzel
Verlag, Stuttgart 1967.)
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The subjects were allowed not only to interpolate on this scale
but also to extrapolate. Extrapolation is important since the
annoyance scale does not have any natural upper limit as it has a
natural lower limit. Fixing an upper limit would face the subject
with a problem: he would be inclined to evaluate the most annoy-
ing stimulus at the highest scale value permitted. Since he does
not know beforehand whether there is an even more annoying
stimulus to come, he will tend to avoid the upper limit.

Modulation noise

A problem in listening tests with modulation noise
is that it is difficult to present the subjects with music
without modulation noise for comparison. This would
require music that had not in any way been recorded.

Logically, we should therefore have had the same
music played live during the listening tests. But this
seemed too drastic a solution in the circumstances. In
any case, we found that it was not absolutely necessary,
since tape recordings of high quality are available (the
‘master tapes’ used in making records) on which the
modulation noise is negligible; indeed, artificial mod-
ulation noise has to be added for the audibility deter-
mination.

In determining the audibility of modulation noise
we also used sinusoidal signals generated directly by
electrical methods. In addition, tape recordings of these
signals were made with very low modulation noise, and
these recordings again confirmed that, provided suf-
ficient precautions are taken in these experiments,
there is no need to avoid the use of recorded music.

Audibility A
In the design of listening tests in which the subjects
are asked to assess the annoyance they experience from
modulation noise, it is important to know where the
limits of audibility lie. We therefore carried out pre-
liminary audibility tests, first using well defined signals
of simple form, including a single sinusoidal tone mod-
ulated by white noise, i.e. noise with a uniform spectral
power density P;. This noise was limited in frequency
by a lowpass filter with a variable cut-off frequency fn.
The modulated signal then consists of a carrier at the
frequency f; of the sinusoidal tone with two sidebands
extending to fc — fu on one side and to f; + fn on the
other.
 The amplitude of these sidebands depends on the
modulation depth. This indicates the ratio of the mod-

[1) The inclusion of a measurement of this typein aninternational
standard on which to judge the quality of audio tapes is cur-
rently being studied in the IEC (International Electrotechnical
Commission). .

2] G. Frens, H. F. Huisman, J. XK. Vondeling and K. M. van der
Waarde, Suspension technology, Philips tech. Rev. 36,
264-270, 1976 (No. 9).

[3] E. G. Trendell, The measurement and subjective assessment
of modulation noise in magnetic recording, J. Audio Engng.
Soc.17,644-653, 1969.
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ulating-signal amplitude to the amplitude of the carrier.
In the case of our noise band, however, we cannot
simply speak of an amplitude. We therefore put the
. modulation depth at m = 1 when, as in the mod-
ulation by a sinusoidal tone, the total mean power Py
of the sidebands is half that of the carrier P¢; as an
equation:

m = |/2PafPe. )

In practice we prefer to use the signal-to-noise ratio
S/N, i.e. the difference in dB between the level of the
wanted signal and that of the modulation noise:

S/N = —1010g10 (Ps/P) dB = —20 logio m + 3 dB.(2)

The larger the value of S/N, the less is the likelihood
that the noise will be audible.

We are interested in the signal-to-noise ratio (S/N)’
at which the modulation noise is only just audible.
This depends on the frequency and amplitude of the
sinusoidal tone and on the highest frequency fu of the
noise. We can determine this audibility limit exper-
imentally with the arrangement shown by the block
diagram in fig. 4, where a subject hears the signal
through the headphones and can adjust the level of the
noise to his audibility threshold. The mean result ob-
tained in this experiment by a number of subjects with
a sinusoidal signal at 1000 Hz is indicated by the meas-
ured points in fig. 5. We see that as the bandwidth of
the noise increases, the noise level has to decrease very
rapidly if the modulation noise is to remain inaudible.

An explanation for this, and for the clearly defined
plateau at 1000 Hz, can be found from the threshold
curves in fig. 3. We consider the threshold curve for a
signal level of 80 dB and show it in fig. 6 on a linear
frequency scale, since this simplifies the representation
of the sinusoidal tone with the two sidebands of equal
width,

Depending on the bandwidth fu of the modulating
noise, there are four different cases.

A. The noise sidebands remain within the ‘critical
bandwidth’ Be.. The human ear can integrate the
incident acoustic energy within such a critical frequency
band into a single total impression. In our case the
noise will not then be distinguishable from the sin-
usoidal tone, but will be heard, if the noise level is
high enough, as a distinct fluctuation in the amplitude
of the sinusoidal tone. The critical band for our
experimental tone of frequency f. = 1000 Hz is about
3 Je wide; the noise bandwidth in this case is thus given
by fu < 35 fe A~ 80 Hz. It appears from the measure-
ments (fig. 5) that the audibility threshold here lies at
a signal-to-noise ratio (S/N)’ = 20 dB. It follows from
equation (2) that this corresponds to a modulation
index of m = 0.14. The definition we have taken for
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the modulation index for noise signals implies that at
m = 1 the standard deviation ¢ of the noise isequal to
1/y/2 times the amplitude a of the carrier. If m = 0.14,
then ¢ = 0.144/)/2 = 0.1a. This means that theampli-
tude fluctuates between 0.9a and 1.1a for 689 of the
time, a variation of 4- 0.8 dB. Itis known that these are
in fact fluctuations in level that are only just audible.

B. The noise exceeds the critical bandwidth, but has
not yet reached the frequency fi, where there is a mini-
mum in the masked hearing threshold. We see in fig. 6
that the ‘left shoulder’ of the noise spectrum, i.e.
the frequencies around fe— fu, will now be audible
first. Because of the steep left-hand side of the masking
curve, the audibility threshold falls rapidly with rising
/n (the steeply falling part of the curve in fig. 5).

C. The noise extends beyond fi. The modulation
noise is audible at fi, irrespective of where the lower
limit of the noise lies between 0 Hz and fi Hz. This
explains the plateau in fig. 5.

NG At Atty, M
G o /
kT ~ dB8 a8
7 7

G

Fig. 4. Experimental arrangement for determining the audibility
threshold of modulation noise, when the signal consists of a
single sinusoidal tone. The noise, from a noise generator NG, is
limited in bandwidth by a lowpass filter to a frequency fn before
being passed through two variable attenuators A#fy and Atfz. In
the modulator M a sinusoidal tone from a sine-wave generator
is modulated by this noise; the subject hears the output signal
through headphones. The subject adjusts the attenuator Atz to
a level at which he can only just hear the modulation noise. There
is a risk that in doing so he will be unconsciously influenced by
the setting for a previous experiment; the experimenter therefore
always sets the attenuator Atz to a different position between the
individual experiments. :
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Fig. 5. Audibility threshold of modulation noise for a sinusoidal
tone at 1000 Hz. The signal-to-noise ratio (S/N)’ at which the
noise is only just audible is plotted as a function of the bandwidth
/a of the noise modulating the sinusoidal tone. The tone has a
sound-pressure level of 80 dB.
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D. If the bandwidth of the noise is greater than
1000 Hz, then ‘the lower sideband is reflected against
0 Hz’. This implies that the energy content of the lower
part (up to fn — 1000 Hz) is doubled, so that the level
rises by 3 dB. In fig. 6 this is shown for fn = 1500 Hz,
and the doubled sideband thus extends beyond fi.
Because of this the threshold has still fallen by 3 dB;
the modulation noise is audible at fi as it was before.

On the right-hand side of the masking curve the
hearing threshold has a second minimum, whose fre-
quency we call 3. For the masking curve relating to a
signal level of 80 dB, both minima are at about the
same level (fig. 3). For the 60-dB curve, however, the
second minimum is about 10 dB lower. If the noise
band at a signal level of 60 dB is made so wide that the
upper sideband reaches this minimum, then modula-
tion noise at a level about 10 dB lower becomes
audible, and we would then have to distinguish a fifth
and subsequent cases.

80dB;
A
60
L [—_1
f 40} '
20} 8 .
R D
T T
I L 1 i
0- T500 7000" 7500 2000Hz
fi e Be  —f

Fig. 6. The threshold curve for Ly = 80 dB from fig. 3, displayed
on a linear frequency scale. The figure includes the frequency
spectrum of a sinusoidal tone at 1000 Hz modulated in amplitude
by noise in the band 0 to fn Hz, for different values of fn (cases A4,
B, C, D). In each case the level is shown at which the modulation
noise is only just audible. B, critical bandwidth at 1000 Hz. f1
frequency of the left-hand minimum of the threshold curve.
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Fig. 7. Power density P1’(f) at which the noise sidebands of a
sinusoidal tone at 1000 Hz are only just audible; the sinusoidal
tone is amplitude-modulated by white noise in a frequency band
0 — fn. The curve was derived from the masked hearing threshold
for a sinusoidal tone at a level of 80 dB (fig. 3). The measurement
points are from fig. 5. The dashed curve gives the frequency spec-
trum of modulation noise of a level that can only just be heard. -
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We shall confine ourselves here, however, to the one
case of a sinusoidal tone of 80 dB. From the foregoing
we candeduce the power density P1’ (the power per Hz
of bandwidth) that the noise sidebands should have as
a function of the cut-off frequency fx for the noise to be
raised to the audibility threshold. This is shown in fig. 7.
In this figure we have repeated the measurement points
from fig. 5, but now the power density of the noise is
plotted instead of the signal-to-noise ratio. In both
cases the power of the 1000-Hz sinusoidal tone is the
reference (0 dB), but since the power in 1 Hz of the
noise band is very small, the ratios to this reference,
and hence the difference in decibels, are much greater.
It can be seen that the calculated threshold levels
are in reasonable agreement with the measurements.

From fig. 7 we can also read off the maximum per-
missible level of the modulation noise occurring in
practice around a sinusoidal tone of 1000 Hz if the
noise is to remain inaudible. For this purpose we can
draw in fig. 7 the approximating spectrum from fig. 2.
As soon as the modulation-noise spectrum goes above
the dashed curve, the modulation noise becomes aud-
ible, first of all at frequencies around fi.

Annoyance

Annoyance may be said to be experienced when the
modulation noise occurs with a signal having a mean-
ingful content, and that is usually not a sinusoidal tone
but music. Here, however, the audibility of the noise is
different from that in the experiments described above;
the noise is now less easily perceived. This is because
its occurrence is unpredictable, owing to the continual
changes of volume and frequency in music. What is
more, music never consists of a single sinusoidal tone
but always contains more than one frequency and often
very many frequencies, so that the noise may be masked
over a large part of the hearing spectrum.

It follows from this that recordings of a solo instru-
ment will be more vulnerable than those of an orches-
tra. Looking for the most vulnerable situation in which
to carry out the annoyance determinations, we com-
pared twelve solo instruments with each other: violin,
cello and double-bass; piccolo, flute, oboe, clarinet and
bassoon; trumpet, horn, trombone and tuba. A pas-
sage played by each instrument, lasting 25 seconds,
was recorded a number of times, modulated by noise
at different levels. The subjects were asked to make an
assessment in terms of the /-scale described above. The
most vulnerable instrument proved to be the flute,
followed by the piccolo, oboe and horn. The double-
bass, cello, tuba and bassoon were relatively unaf-
fected. This confirms that modulation noise is heard
most easily in music with a single (high) fundamental
tone and with a small number of higher harmonics.
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The somewhat breathy character of the flute did not
apparently lessen the audibility of the modulation
noise, particularly in its third octave. /

We also tried to find the most sensitive listening
conditions. These were to listen through headphones
to a stereophonic signal. The annoyance determina-
tions were carried out under these conditions, in-
coherent noise being presented in the left-hand and
right-hand channels as it would be in actual listening
to stereophonic recordings.

After these preparations we were ready to begin with
the annoyance determination proper. This was done
in a listening experiment on a somewhat larger scale.
Eighteen subjects took part, including eight audio
technicians who were professionally responsible for
the quality control of sound recordings.

These subjects were presented with 12 identical
fragments of music each lasting 20 seconds and
recorded in random order with six different signal-to-
noise ratios; each signal-to-noise ratio was thus
presented twice. The modulation noise approx-
imated the actual frequency spectrum, as described
earlier (fig. 2): flat up to 35 Hz, and decreasing by 6 dB
per octave above this frequency. The subjects assigned
an fi-value to each fragment.

The series of 12 fragments belonged to different
categories: orchestral (Handel, Water Music), piano
(Schumann, First Sonata) and a passage from a flute
solo (Debussy, Le Syrinx). In addition to these frag-
ments the subjects were also occasionally presented
with a sinusoidal tone of 1000 Hz (also lasting
20 seconds), again recorded on magnetic tape. This
was done to enable us to deduce the influence of the
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Fig. 8. The annoyance value / of modulation noise at different
signal-to-noise ratios S/N for different categories of music and for
a sinusoidal tone at 1000 Hz. O orchestra. P piano. F flute. Sin
sinusoidal tone. The results are mean values for eighteen subjects.
The fact that the mean values are not at # = 0 (modulation noise
inaudible) even in the absence of deliberately applied modulation
noise, must be attributable to the tendency of subjects to avoid
extreme values of the /-scale.
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use of magnetic recordings from a comparison with the
experiments using a directly generated sinusoidal tone.
All the fragments were presented at a volume such that
the loudest passages were 70 dB above the threshold of
audibility. ,

The means of the assessments made by the eighteen
subjects are presented in fig. 8. The results confirm that
flute music is the most sensitive of all to modulation
noise. For flute music the modulation noise is percep-
tible as soon as the signal-to-noise ratio goes below
about 40 dB. We know (see fig. 6) that the modulation
noise then becomes audible in a frequency band near
500 Hz, and is thus clearly distinguishable from the
music.,

With orchestral music, on the other hand, the mod-
ulation noise does not become audible until the signal-
to-noise ratio is less than about 20 dB. Here only the
very low-frequency components of the noise are not
masked by the signal and these are heard as an audible
amplitude modulation of the music. With increasing
modulation depth this is soon experienced as very
annoying: curve O in fig. 8 rises steeply.

With the sinusoidal tone the modulation noise be-
comes audible when the signal-to-modulation-noise
ratio is less than about 45 dB. The experiments de-
scribed above can be compared with experiments using
a 1000-Hz sinusoidal tone that had not been recorded
on tape by referring to the dashed curve in fig. 7; this
gives the spectral power density of modulation noise
with the spectrum used here, which is only just audible
with a 1000-Hz sinusoidal tone at 80 dB. In this case,
a recalculation gives a signal-to-noise ratio of 42.5 dB.
The figure of about 45 dB found with a sinusoidal tone
on tape agrees sufficiently well with this to make it

- reasonable to assume that the modulation noise in-

herent in this tape recording did not play any signif-
icant role.

Drop-outs’

As we saw earlier, the short interruptions (drop-
outs) that may occur during the playback of a magnet-
ic tape can be attributed not only to inhomogeneities
in the tape but also to dirt, creases in the tape, etc.
Nevertheleés, there are considerable differences on this
point between various types of tape, and a low number
of drop-outs is regarded as an indication of tape
quality (4],

The drop-outs vary in duration from a few milli-
seconds to more than 100 milliseconds; the short drop-
outs, however, are much more numerous than the long
ones. The attenuation D is generally lower in the short
drop-outs, since the level seldom changes at a rate
faster than 1 dB/ms.



Philips tech. Rev. 37, No. 2/3
0dBp
! N
2 Largo
3
b Stac
D 4t
5
10
20 L

75 100 125 Boms

T

Fig. 9. The depth D which drop-outs of duration 7 must have to
be only just audible. Curve N relates to ‘white’ noise, curve
Largo to slow, sustained music and curve Stac to staccato musie.
Mean values for two subjects for regular repetition of the effect
at a frequency of 2 Hz. :

Drop-outs of this kind are difficult to avoid entirely.
In sound recording it is sufficient if they cause no
significant perceptual disturbance. It is therefore
important to examine the conditions under which they
are audible — depending also on the programme on
the tape — and, going a step further, to consider how
much annoyance they cause when they are audible.
This annoyance can then be a measure of the quality of
the tape in this respect. The answer to these questions
can again only be obtained from listening experiments
in which the questions are put to the subjects.

To determine audibility and annoyance, it is desir-.

able to have drop-outs whose parameters can be varied.
A special instrument was therefore built for the listen-
ing experiments; this instrument permits attenuations
of variable duration and depth to be inserted in a
signal. The fall and rise times of the signal can also be
varied.

Audibility

The effect we are considering may be regarded as
amplitude modulation of short duration. This means
that sidebands will appear for a short time in the fre-
quency spectrum. These sidebands are most likely to
be heard when the acoustic signal itself is a narrow-
band signal. When a sinusoidal tone drops out and
recovers sufficiently quickly clicks can in fact be heard
which are louder the steeper the transition.

In reality we rarely encounter pure sinusoidal tones,
so that clicks are not heard. For an initial exploratory
audibility experiment we therefore chose a signal con-
sisting of ‘white’ noise; even when the transitions are
steep, no clicks are heard. -

This initial experiment was carried out with two
subjects, who heard the noise signal through head-
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phones. At a rate of twice per second the signals were
then interrupted for periods of 4, 8, 16, 32 and 64 milli-
seconds; the subjects were asked to adjust the depth of
the attenuations to a level at which they were only just
audible. The settings chosen by the two subjects showed
good agreement; the mean results are given as curve N
in fig. 9. Attenuations lasting 4 ms are found to be
inaudible in white noise, however deep ; longer attenua-
tions, on the other hand are found to be audible when
their depth is only 1 dB.

To make the experiments more realistic, we repeated
them using music. Since the nature of the music was

- likely to have some influence, two contrasting pieces

were chosen: one was a slow and solemn piece (Han-
del’s ‘Largo’ arranged for string orchestra) and the
other was a dynamic and staccato piece (Schubert’s
Marche Militaire No. 1 played by a symphony orches-
tra). The results are also given in fig. 9. As might be
expected, the interruptions in staccato music are not so
readily audible as in sustained music.

It may in any case be concluded from these audibility
experiments that interruptions shorter than 10 ms are
in practice inaudible. When interpreting the results it
should also be borne in mind that the perceptibility of
the drop-outs is virtually at a maximum, because of the
periodic repetition used and because the subject can
adjust the threshold himself. In practice the drop-outs
occur at unpredictable moments and the attenuations
must therefore be deeper for them to be audible. We
shall return to this point presently. The limits of

-audibility thus found provide indications as to how

long and how deep the drop-outs have to be in listening
experiments designed to determine their annoyance
value,

Annoyance

The subject’s assessment of the annoyance caused by
drop-outs will naturally depend to a great extent on
how interested he is, on the nature of the music and on
the listening conditions. We have already mentioned
that the effect is more annoying in slow and sustained
music than in fast, staccato music; the interruptions are
also more noticeable in recordings with a great deal of
reverberation than in those with little reverberation,

‘and more noticeable with solo instruments than in

orchestral playing. More annoyance is experienced
with single-track recordings than with stereophonic
two-track recordings, where the two tracks are not -
usually affected simultaneously. The drop-outs are
more clearly perceptible when listening through head-
phones than when listening to loudspeakers; sound

4] W. van Keuren, An examination of drop-outs occurring in
the magnetic recording and reproduction process, J. Audio
Engng. Soc. 18, 2-19, 1970. .
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reflections in the room then appear to have some
smoothing effect.

To avoid having to differentiate the results to allow
for all these conditions, we concentrated the exper-
iments on the worst case: sustained music with much
reverberation, heard through headphones. Very suit-
able pieces were an organ solo (M. E. Bossi, Théme et
variations, Op. 115) and a violin solo (J. S. Bach,
Sonata No. 1in G, BWV 1001).

To allow more weight to be attached to the annoy-

ance evaluations a larger number of subjects was
selected: fourteen, including six audio technicians. In
assessing a number of fragments of music they were
asked to express their opinion in a numerical value on
the A-scale referred to above.
. The annoyance of the short drop-outs depends partly
on whether they occur in isolation or in groups. In the
listening experiments the two cases were kept distinct.
First of all, fragments of music 20 seconds long were
played in which one drop-out occurred with a length
of 10, 30, 128 or 474 ms and a depth of 4, 8 or 16 dB
(the combination of 10 ms and 4 dB was omitted). The
annoyance values were averaged over all the subjects
and over all the pieces of music and the result is shown
in fig. 10. The scatter in the values that were averaged
was such that 95 % fell within a region of 0.2 to 0.5 units.
In this figure, curves for 4 = 0, 1, 2, 3 have been inter-
polated between the measured values.

The h-scale is seen to have been fully used by the
subjects, and there was even some extrapolation
beyond 4 = 3. The annoyance experienced from a
drop-out longer than 100 ms is apparently not very
dependent on the duration, and this dependence is
greatest when the attenuation is very high.

Fig. 10 also shows the audibility threshold for slow
and sustained music, as represented by the Largo curve
infig. 9. As can be seen, this does not coincide with the
curve A =0 but lies about 1.5 dB above it. The dif-
ference can be explained from the fact that the signal
did not drop out at fixed times during the annoyance
experiments, but unexpectedly, and furthermore the
subjects could not adjust the magnitude of the attenua-
tion to the audibility threshold. The curve 2 =0 is
therefore more realistic than the Largo curve.

The effect of repetition on the.annoyance experienced
was investigated by introducing the drop-outs in the
same piece of music not once but twice, four times or
eight times; in this case the drop-out duration was
always 31 ms and the attenuation 8 dB. The annoy-
ance then appears to increase almost linearly with the
number of drop-outs per fragment (fig. 11), at least as
long as the drop-outs do not follow one another too
rapidly. If the interval between them becomes less
than 1 s, this causes additional annoyance (fig. 12).
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The DAMA annoyance meter

For comparing different tape samples the manu-
facturer cannot of course keep on recruiting subjects to
take part in listening experiments. The DAMA annoy-
ance meter was therefore designed (‘Drop-out Annoy-
ance Measuring Apparatus’). A photograph is shown
in fig. 13. This instrument detects short interruptions
during the playback of the tape, and on the basis of
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Fig. 10. Lines of equal annoyance rating %, drawn in a field of
annoyance evaluations of drop-outs of duration 7 and depth D.
The experiments were made with fragments of music lasting 20 s,
each containing one drop-out. The A-values at the measured
points are the mean assessments for 14 subjects. The Largo curve
from fig. 9 is repeated here.
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Fig. 11. The annoyance rating 4 (mean for 14 subjects) plotted
against the number of drop-outs N contained in one fragment of
music lasting 20 s. Each additional drop-out increases the
annoyance rating s by about .
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Fig. 12. When the time 7 between two drop-outs is shorter than
about one second, the annoyance caused is greater than that
corresponding to the curve in fig. 11. If the A-values there are
reduced to N = 1, i.e. if they are reduced by } (N — 1), the result
is 1 ~ 13. If the interval 7 is taken into consideration, however,
this /i-value only applies when T > 1 second.




Philips tech. Rev. 37, No. 2/3

e
o

DROP-OUT ANNOYANCE 37

j =

Fig. 13. The DAMA annoyance meter (‘Drop-out Annoyance Measuring Apparatus’), which
automatically determines the annoyance ratings of drop-outs in the signal on an audio tape.

their duration, depth and frequency it calculates an
annoyance value that links up as closely as possible
with the findings of the listening experiments de-
scribed 151, The instrument gives a digital reading of
the annoyance value, which can also be recorded on
paper. The measurements are carried out on tapes on
which a continuous sinusoidal tone, typically at
3000 Hz, is recorded.

The instantaneous value of the signal, measured by
a peak detector, is compared in the annoyance meter
with various thresholds, which are in a fixed ratio to
the signal amplitude averaged over a long period.
Differential amplifiers detect which thresholds are
exceeded and thus determine the magnitude of the
attenuation. In another part of the instrument, which
contains delay lines for 10 ms, 20 ms and 50 ms, the
duration is divided into different categories. A switch-
ing matrix then delivers an annoyance value, depend-
ing on the depth and duration of the drop-out, which
corresponds to the /-numbers in fig. 10. The annoy-
ance value is stored in a register.

The annoyance meter divides the signal into periods
of 20 seconds. If the signal drops out repeatedly in one
period, /i-points are added as ‘penalty points’. If the
repetitions occur within one second, the annoyance
values are further increased. The annoyance meter
sums the annoyance values over 20 seconds. A typical
recording is shown in fig. 14.

151 D.J. H. Admiraal, A drop-out annoyance measuring appara-
tus ‘DAMA’ to check magnetic tapes, to be published shortly.
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Fig. 14. Example of an automatic recording of the annoyance
rating 7 during 15 successive periods of 20 s, i.e. during a time of
five minutes. During each period the /i-values are accumulated;
at the end of each period the s-counter is reset to zero. In period 2
the annoyuance value is by far the greatest. In period 3 some
annoyance is registered only towards the end (up to # = 2), in
period & no unnoyance is registered at all. To avoid fractions, the
figures on the /-scale here are four times greater than in the
listening tests.

Summary. In addition to a constant background noise, sound
recordings on magnetic tape may also suller from modulation
noise and ‘drop-outs’. The level of the modulation noise is
proportional to that of the signal. Modulation noise is more
readily audiblein recordingsof solo instruments than in orchestral
music; listening tests have shown that for the flute the audibility
threshold lies at a signal-to-noise ratio as high as 40 dB. The
frequency with which drop-outs occur is a matter of tape quality.
Listening tests have been carried out to determine the annoyance
caused by drop-outs as a function of their duration, the degree of
attenuation and the frequency of occurrence. The results of these
experiments have been applied in the DAMA annoyance meter,
which can measure these quantities for an audio tape and assign
a quality rating to it.
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The microwave generation and manipulation
of magnetic domains

Cylindrical magnetic domains (‘bubbles’) can be
generated in a thin magnetic film of substituted yttrium
iron garnet, epitaxially grown on a non-magnetic sub-
strate (1], These domains are stable between certain
values of an external magnetic field, and considerable
interest has been shown in them because of possible
applications in information storage. Since their volume

have found that the strong spfn precession that can be
generated in this way can be used to create domains; it
can also be made visible. The forces exerted on the
domains by the spin precession also result in special
movements or ordering of the domains; we should like
to point out the possible uses of this property in bubble
technology or in optics.

Fig. 1. Precession of the spins in a bubble domain B, at the maximum of the r.f. magnetic
field from slotline waveguides, located underneath the magnetic film MF (schematic). The
waveguides include an input slotline S/ and a double slotline DS/ (coplanar waveguide) in a
thin metallic layer MetF; Ho static magnetic field.

is very small — only a few microns in height and
diameter — they can give a high information density.

If an r.f. magnetic field is applied in the plane of the
magnetic film, to which the bias field is perpendicular,
the electron spins in the film start to precess. The
amplitude of the precession reaches a maximum when
the frequency of the r.f. field coincides with: the preces-
sion frequency, which is usually the case at lower micro-
wave frequencies. This ferrimagnetic resonance is used
nowadays for measuring material parameters, such as
anisotropy constants and saturation magnetization. In
these tests a uniform spin precession is set up in the
film.

More complicated effects are observed if spin preces-
sion is generated locally in regions of the size of a
bubble domain. In our experiments we have used
special waveguide configurations for this [21 [31, We

"The experimental arrangement; bubble generation

To illustrate the arrangement a magnetic film con-

vtaining a bubble domain is represented schematically

in fig. I. The bias field is indicated by Hp. The spin
precession inside the bubble is excited by the field from
the waveguides underneath the magnetic film. These
consist of a double slotline (coplanar waveguide) and
an input slotline with a width of 3 um, which are etched
in a thin layer of metal; where the two meet they are
short-circuited. Between the short-circuits in these
transmission lines the high-frequency currents are

(11 See W. F. Druyvesteyn, F. A. Kuijpers, A. G. H. Verhulst and
C. H. M. Witmer, Single-mask bubble memory with rotating-
field control, Philips tech. Rev. 36, 149-159, 1976 (No. 6).

[2) H. Détsch and H. J. Schmitt, Interaction of microwaves with
ring domains in magnetic garnet films, Appl. Phys. Letters 24,
442-444, 1974. ’

31 H. Détsch, Stability and dynamics of microwave generated
ring domains, AIP Conf. Proc. 29, 78-83, 1976.
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‘pinched’ into a small area, which gives very high
amplitudes of precession locally.

The areas of high spin precession can be made visible
by making use of the Faraday effect: the plane of
polarization of linearly polarized light that passes
through the magnetized film at right angles rotates
through an angle proportional to the magnetization.
This magnetization is reduced by the spin precession.
The areas of precession can be identified as dark patches
in fig. 2, while the waveguides are visible as straight
lines. In this experiment the magnetic film was saturated
by a strong bias field. The variation of the Faraday
rotation with position can be measured; it is closely
related to the r.f. magnetic field of the slotline. An
arrangement of this kind can be used to obtain infor-
mation about the distribution of the r.f. field in planar
waveguides.

The area between the short-circuits in the slotlines is
about 10 um in diameter, and in saturated material we
can observe precession angles here of more than 90"
However, if the bias field is reduced to a level at which
bubble domains can exist, such large precession angles
can no longer be obtained. The spins then reverse as
soon as the precession angle reaches a critical value,
and a bubble domain is formed. On the other hand,
the strong spin precession in the region in which the
bubbles are excited produces a decreased local static
magnetic field, with an approximately radial gradient.
The bubble domains are subjected to forces directed
along this gradient.

Fig. 2. The darker areas are areas with strong spin precession in
a magnetically saturated film close to a slotline waveguide; they
have been made visible by means of the Faraday effect. The dark
straight lines are the input slotline and the double slotline.
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Fig. 3. Bubbles describing a circular path around the area in
which they were excited (blurred circle). The force acting radially
outwards on the bubbles is compensated by the bubble lattice and
a ring domain (dark circle). In this experiment a second single
slotline was used to “pinch” the r.f. current of the input slotline
and hence help to generate the bubbles.

Circulating bubbles

At refatively high values of the bias field the bubbles
are small in comparison with the area in which they are
excited and they are pushed away from this area. This
movement also sets up a deflecting force that is perpen-
dicular to the velocity of the bubble at any given
moment, while the magnitude of this force depends on
the state of the bubble wall. Bubbles whose walls are
not in the same state receive different angles of deflec-
tion and can be separated with the aid of this eflect.

Since our waveguides are a continuous source of
bubbles, a lattice of bubbles is produced. The magneto-
static repulsion force from these bubbles opposes the
radial component of the force that pushes the bubbles
outwards, so that the bubbles eventually describe a
circular path around the area in which they were ex-
cited. This behaviour can be seen in fig. 3, where a
ring domain (see below) is used in addition to the
bubble lattice to compensate the radial component of
the force. The dark circle in the photograph is the ring
domain, while the blurred circle inside it is due to the
circulating bubbles. This effect can be used to produce
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Fig. 4, A system of concentric ring domains formed by generating
a new bubble inside the last bubble to be generated; the system is
statically stable. The wedge-shaped slots separate the input slot-
line from the double slotline and have no special significance in
the experiment.

MR

Fig. 5. A single ring domain stabilized by the spin precession
maintained by microwave energy in the inside.

Philips tech. Rev. 37, No. 2/3

a rotation of a complete bubble lattice containing infor-
mation.

The forces acting on the bubbles because of the inter-
action of the spin precession can also be used (o capture
bubbles at locations where the precession angle is at a
minimum. A suitable configuration for this purpose is a
slotline that is locally widened and forms a circle of
slightly greater diameter than a bubble; the bubble in
such a circle is caught in a potential well where the
precession angle is at a minimum and the forces on the
bubble are radially inwards.

Ring and strip domains

At weaker bias fields the bubble diameter is larger.
If a bubble is large with respect to the area in which it
was produced, it will remain at that location, while the
spins continue to precess inside the bubble. The bubble
is then in a state of unstable equilibrium, however, since
it is situated at a maximum of the spin precession where
the forces on the domain are radially outwards; its
diameter is then greater than that of an ordinary bubble
with no spin precession.

If the precession angle inside the bubble is increased,
then a critical value is again reached, just as in the
original excitation of the bubble; the spins reverse
again and create a bubble within a bubble, so that a
ring domain is formed. If this process is continued, a
complete system of many concentric rings can be pro-
duced. A system of this kind is shown in fig. 4; it will
even retain static stability as the microwave power
decreases to zero.

Unlike these static ring systems, a single ring domain
in a low-coercivity film has to be stabilized by using
microwave energy. A single ring domain is shown in

fig. 5, the light patch in the centre clearly indicates

strong spin precession. The diameter of the ring in-
creases as the microwave power increases or the bias
field decreases; the stability range of the ring domain
extends far beyond the field-strength at which static
domains collapse. If the microwave energy stabilizing
such a ring is modulated in amplitude, the ring reacts
with a radial oscillation. This oscillation is usually
heavily damped, so that its amplitude decreases as the
modulation frequency increases; the frequency at which
the amplitude has decreased to half the initial value is
generally between 100 and 200 kHz. By making use of
this dynamic behaviour of the ring domains it is pos-
sible to determine the eigenfrequency of a ring for a
particular value of the bias field. The mean rate at which
a ring collapses can be derived from measurements of
the ‘critical switch-off time” for the microwave energy,
i.e. the duration of the interruption during which the
ring shrinks to its limiting radius but only just fails to
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Fig. 6. Strip domains. In the centre these are parallel to the gra-
dient of the static magnetization; at the edges they are at right
angles to it. The gradient is related to the spin precession in the
vicinity of the slotline.

collapse. These two quantities can be used to charac-
terize the magnetic material. This domain-oscillation
technique can also be used to check the quality of
magnetic films, since the oscillating domains become
fixed in position (‘pinned’) by point imperfections.

When the bias fields are very weak, strip domains are
produced in the film. The forces on these domains pro-
duce an ordering like that shown in fig. 6, a photograph
of a crystal in which the spin precession spreads rela-
tively far from the slotline: close to the slotline the
domains are parallel to the gradient of the static
magnetization but further away they are perpendicular
to it. The regular domain patterns shown in fig. 6 and
in fig. 4 can be used for the diffraction of light; the
width of the domains can be varied by means of the
bias field.

H. Dotsch

Dr H. Doétsch is with Philips GmbH Forschungslaboratorium
Hamburg, Hamburg, West Germany.
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Read-out of a magnetic tape by the magnetoresistancé effect

W. J. van Gestel, F. W. Gorter and K. E. Kuijk

The discovery of a new physical effect or a new property of a material is often completely
unrelated to its technical exploitation. A clear example of this is the magnetoresistance
effect, which can occur in alloys that are ferromagnetic. In this effect the magnitude of
the electrical resistivity depends on the angle between the direction of the current and the
Jerromagnetic magnetization. It was discovered in both nickel and iron in 1857, but it is
only in the last few years that there has been any recognition of its significance in mag-

netic recording.

Introduction

Although it has already been known for more than
100 years [1), there has been an increasing interest in
the technical exploitation of the magnetoresistance
effect. Thin-film technology has advanced so far that
it is now worthwhile to investigate whether the effect
could be used for measuring magnetic fields, in partic-
ular for information read-out (21, Here we should not
only think of information recorded on magnetic tape
— although this is the principal subject of this article —
but also information stored in a magnetic-bubble
memory.

The basic concept can be more clearly explained with
the aid of fig. 1. Information is stored on a magnetic
tape in the form of a magnetization that varies both in
direction and in magnitude as a function of position on
the tape. This produces an external magnetic field,
whose strength varies with position. If the tape now
moves in relation to the reading head, which is a strip
of a ferromagnetic alloy mounted vertically, the varia-
tion of the magnetic-field component Hy (perpendic-
ular to the plane of the tape) causes the direction of the
magnetization in the reading head to vary. The moving
tape therefore f)roduces indirectly a variation in the
electrical resistivity, which can be readily observed.

It will also be clear that the magnetoresistance effect
can also be used for the measurement of constant
magnetic fields.

Since it has to be extremely thin, the strip is mounted
on a substrate — we shall return to this point later.

Ir W. J. van Gestel and Dr F. W. Gorter are with Philips Research
Laboratories, Eindhoven; Ir K. E. Kuijk, formerly with Philips
Research Laboratories, is now teaching at the Hogere Technische
School, Eindhoven.

Because a high resistance to wear is required, both
sides of the device are coated with a layer of wear-
resistant material ; see fig. 2.

Instead of a vertically mounted strip it would also be
possible to use a strip mounted parallel to the tape, but
although this is an interesting arrangement the problem
of wear is almost insurmountable. It cannot be solved
by allowing the tape to run along the substrate because
the distance between the tape and the strip then be-
comes too great.

The most important advantage of reading out mag-
netic information by means of variations in magneto-
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Fig. 1. Principle of operation of a reading head based on the mag-
netoresistance effect. Above the tape T, with track 77, thereis a
strip of a ferromagnetic alloy, whose resistance is continuously
measured with the aid of a measuring current I. Variations in the
component Hy of the magnetic field from the travelling tape
change the direction of the magnetization of the strip, and this
produces a change in its resistance. A magnetoresistive head
therefore records Hy as a function of time, whereas a conven-
tional reading head records the time derivitive of H.
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resistance lies in the possibility of making the reading
head very small without reducing the sensitivity to an
unacceptably low value. This is of interest if a magnetic
tape with more than one track has to be read out, or if
the presence of magnetic bubbles at a particular loca-
tion in magnetic-bubble material has to be determined
by means of a reading head. )

The performance of a magnetoresistive head (MRH)
optimized for the particular application can certainly
compete, in terms of sensitivity, noise, crosstalk, and
whether it can be included in a tape recorder, with the
conventional reading head, which is based on the
observation of the change of the magnetic flux in a
high-permeability ferromagnetic yoke. With the con-
ventional inductive method the reading and writing
functions can often be combined in one head, which is
of course an advantage. On the other hand it is not so
easy to miniaturize the inductive reading head as it is a
strip like the one in fig. 2, and this must be taken into
account when a multiple head has to be designed. For
example, a decrease in the number of turns that meas-
ure the variation of the flux density in the yoke causes
a proportional reduction in sensitivity. This demon-
strates an important difference between the two
methods of read-out. In fig. 1 the y-component of the
field of the magnetic tape is measured directly; how-
ever, with an inductive head, it is not the field (or the
associated flux density) that is measured, but the rate
at which the field varies. It is self-evident that at low

frequencies (low tape speeds) the inductive method only
produces a weak signal.

In the following section we first analyse the response
of a magnetoresistive head to a variation in Hy. Then

Fig. 2. In a reading head based on the magnetoresistance effect
the ferromagnetic strip and its supply leads are mounted on a
substrate Sub. In practice the thickness of the strip is 0.02 to
0.3 pm, its width is of the order of 10 pm and its length is equal
to the width of the track (between 20 pm and a few mm). The
substrate and strip are placed between two plates of wear-resistant
material Q. The surface of the head next to the tape is made
slightly rounded.
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we consider the problem of the linearization of the
response function, with emphasis on 2 method that has
been discovered and investigated at our labor-
atories [3]. In the remaining sections of the article we
look at the frequency characteristic, the noise behav-
iour and the technology of our‘experimental MRHs,
and also the possibility of using the head for certain
special applications.

The electrical resistance of an MRH in a homogeneous
magnetic field ’

The electrical resistivity in an ordinary metal can
also be a function of the angle between the direction of
the current and that of the magnetization. The special
feature of ferromagnetic metals is that the effect can be
relatively large at room temperatures and also occurs
in polycrystalline material. The angular dependence can
be represented by

@ = go(l + B cos? 0), (D

where g is the resistivity, 8 the angle between current /
and magnetization M and g¢ and f are constants of the

.material. The extreme values for the resistivity are

found for 6 = 0° and 6 = 90°; the resistivity is lowest
at § = 90°. Obviously, the alloy chosen for the ferro-
magnetic strip should have the highest possible value
for B. In addition, it should be easy to rotate the
magnetization in a magnetic field of the order of
8000 A/m (about 100 Oe) as produced by the magnetic
tape. Alloys with a high permeability, a small coercive
force and a relatively large 8 that are suitable for this
application include NiggFe;; or NiggCogp [4l. At low
temperatures § can lie between 0.1 and 0.2; at room
temperature f is much smaller. For most of the strips
we have used this effect amounts to only a few per cent.

We shall now analyse the relationship between the
resistivity and Hy, the field to be measured. It will be
apparent that the dimensions of the MRH, i.e. the
length I, thickness ¢ and width w, play an important
role in this relationship; see fig. 3. Starting with a strip
mounted vertically we assume that the strip is in a
homogeneous magnetic field. (In practice H,, decreases
with distance from the tape.)

If Hy is equal to zero, the magnetization will lie
preferentially in the longitudinal direction, that is to

[11 'W. Thomson, Phil. Mag. (4) 15, 469, 1858.

[2) A comprehensive analysis of the possibilities has been given
by R. P. Hunt, IEEE Trans. MAG-7, 150, 1971. An initial
report of the work carried out at our Laboratories will be
found in F. W. Gorter, J. A. L. Potgiesser and D. L. A.
Tjaden, IEEE Trans. MAG-10, 899, 1974.

31 X, E. Kuijk, W. J. van Gestel and F. W. Gorter, IEEE Trans.
MAG-11, 1215, 1975.

1 A. R. Miedema and J. W. F. Dorleijn, Philips tech. Rev. 35,
29, 1975.
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say along the z-axis. This is related to the demagnet-
ization energy duoNMs2 (N is the demagnetization
factor, uoMs the saturation magnetization), which is a
measure of the energy of the magnetic field produced
externally by a magnetized body. The larger the cross-
section of the body in the direction of magnetization,
the smaller the energy. When the direction of magnet-
ization is rotated from z to y, the demagnetization
energy changes in accordance with the relation

- E= %(Ny —_ Nz),qu52 sin2 6. (2a)

In the case t €K w < I, N, can be neglected and Ny
approaches #/w. Also, in the presence of Hy the energy
contains a term

Fxg = —,uoHyMs sin 0. (2b)

The resultant § can be found by minimizing the sum of
(2a) and (2b), and differentiating with respect to 6 we
find:

uoMs cos 0 {Hy — (t/w)Ms sin 8} = 0. 3)

If we now set (¢/w)Ms = Hy (an r.m.s. field), then we
see that as long as Hy << Hy the solution is given by
sin § = Hy/Ho, while for larger values of H, we have
cos 8 = 0 and hence # = 90°. Using the result from
relation (1) that there is a quadratic relationship be-
tween the change in resistivity and sin 6, we find:

AR/(AR)ma,x =] — (Hy/H0)2 for Hy < Ho
and 4
AR/(ARYmax =0 for Hy > Hy.

This response function is shown in fig. 4 (curve I).
A reading head with a response function such as
curve / of fig. 4 could not of course be used in practice
as a linear transducer; for low fields (Hy < Hyg) the
change in resistivity is almost zero and for high fields
the response is independent of Hy. In practice the
response function is somewhat flatter. This is related to
the assumption, in the above derivation of the direction
of orientation of M, that M has the same direction
over the complete strip; this is not the case. In fact, it
is only possible to speak of a demagnetization factor N
and a corresponding demagnetization field for magnet-
ized bodies in the form of an.ellipsoid of revolution.
In practice, if the shape deviates from an ellipsoid then
N has a kind of mean value, but the demagnetization
field will no longer have the same direction and
magnitude everywhere. Moreover, local inhomoge-
neities and anisotropic fields can be introduced during
the fabrication of the strip. The results of numerical
calculations for the case of an inhomogeneous demag-
netization field[5] have been shown as curve 2 in fig. 4.
Even though the situation is thus better than curve 7
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would suggest, a good practical reading head can only
be obtained when special precautions are taken. These
will be discussed in the following section.

Dimensions of the strip

A direct conclusion about the preferred dimensions
of the strip can be drawn from the above calculations.
The reading head is sensitive to field-strengths approx-
imately equal to Hp and hence to (¢/w)Ms. Since uoMsg
has a magnitude of about 1 W/m? and w cannot be
chosen greater than about 10 um — otherwise the
field from the tape would not extend beyond the strip
— t follows directly from Hp. For a field Hp of
104 A/m we obtain t = 0.1 ym.

Limits can also be defined for the thickness of the
strip. The thickness should not be made less than about

Fig. 3. The definition of the coordinate system x,y,z and the
length /, width w and thickness ¢, as used in the description.of the
magnetoresistance effect. Hy is the field to be measured. M is the
magnetization of the strip, I the measuring current; 6 is the angle
between these two vectors.

!
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- Fig.4. Calculated response curves for a magnetoresistive head;

the relative change in resistance AR/A Rmax is plotted against Hy,
normalized to the demagnetization field Hy (see eq. 4). Curve /
refers to the case of an ellipsoidal reading head, in which the
demagnetizing field is homogeneous. Curve 2 is based on assump-
tions that correspond more closely with reality. The relationship
between the variables is approximately linear in the region around
the point of inflexion in the curve; at the associated field-strength
(Hy/Ho =~ 0.9), 0 is about 45°,
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20 nm, since it is difficult to deposit films that are both
homogeneous and mechanically reliable at thicknesses
less than this value; in the second place there is an
increase in the resistivity of metals when the thickness
is less than the mean free path for electron scattering.
This extra resistance will not be anisotropic, so that
the maximum effect will diminish. In nickel this free
pathlength is about 30 nm at room temperature. On
the other hand, the strip must not be made so thick
that its resistance is no longer large with respect to the
contact resistance; this occurs when ¢ > 1 pm.

The linearization of the response function

In a reading head it is important that the output
signal, and hence the change in electrical resistance, are
proportional to the input signal, i.e. the variation in Hy.
The response function obtained when the unperturbed
magnetization is oriented along the z-axis is an even
function of the field Hy,, and consequently for small
values of H, the sensitivity is small and the distortion
i1s large.

Thiscan be improved by making use of the fact that
the response curve has a point of inflexion and is
approximately linear in a small region around this
point. Closer study has shown that for the associated
value of H, the magnetization M is inclined at an
angle of about 45° to the direction of the current (the
z-axis). We can therefore obtain a linear response for
small variations in H, if we ensure that the current and
magnetization are inclined at an angle ol about 45°.
There are two methods of achieving this result.

In the first method use is made of an auxiliary field
H)y in the y-direction, whose magnitude is made com-
parable with the anisotropic demagnetization field Hy;
the field from the tape can now be considered as a
relatively small variation /. If Hy in equation (4) is
replaced by Hy, + /hy, then provided f < 90° we
obtain:

Hy?
Hy?

2Huhy  Iy?

AR/(AR) max = 1 — -
/(AR)ma Sl

(%)
When the last term is small (1, < Hyp), this relation 1s
almost linear, with a slope of 2Hy/Hy?. The condition
Hy > iy determines the demagnetization field (and
hence the thickness) and Hy/Hp determines the sen-
sitivity. Linearization of the response by using an
auxiliary field — either external or in the form of an
anisotropic field — is certainly possible in practice, but
it does present some problems. There is also the danger
that such a field could affect the information written on
the tape.

[51 R. L. Anderson, C. H. Bajorek and D. A. Thompson, AIP
Conf. Proc. 10, 1445, 1973.
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The ‘barber pole’

The difficulties associated with the use of an auxiliary
field are avoided in the solution that has been found at
our laboratories [3]. As explained above, it is desirable
to start from the situation in which the current and the
preferred direction of magnetization are at an angle of
45° to each other. An alternative method of obtaining
this angle of 45°, instead of using an auxiliary ficld, is
to make the current in a ferromagnetic material flow
obliquely in the way illustrated in fig. 5. If the magnetic
strip is partially covered by oblique stripes of a materi-
al of a much higher clectrical conductivity, then the
equipotential planes will also lie obliquely and the cur-
rent through the intervening areas of NiFe will be at
an angle of about 45° to the (unchanged) easy direction
of the magnetization. The design shown in fig. 5 is cal-
led a ‘barber pole’ because of its resemblance to the red
and white striped pole still sometimes seen outside
barber’s shops.

The response function of the barber pole can be cal-
culated from equation (4):

AR/(AR)max = 1 — sin2(8 + 05p),
with (6)
sin 0 = H,/Hy.

Here 0y is the angle imposed by the construction be-
tween the current and the direction of the magnetiza-
tion in the unperturbed state. On rearranging and
substituting g — 45° we obtain:

H, Hy\?)3
AR/(AR)max 3— H;) {1 W(HZ) } ' (7)

When /g = 0 the response function is of course that of
an ‘ordinary’ MRH, as already shown in fig. 4, curve /.

We have now obtained a linear response function for
small values ot Hy (Hy < Hyp), with the gradient — 1.e.
the sensitivity of the head — determined by Hy. The
complete response function for an ellipsoid, also for
large Hy, is compared with that of an ordinary MRH
in fig. 6. It can be seen that a linear relation between Hy,
and AR/ARmax exists over a large range of fields
(—0.7 < Hy/Hy < +0.7); this range is greater than in

Fig. 5. The *barber pole’. The current / in the ferromagnetic strip
flows at an angle of 45° to the longitudinal direction, and hence
to the preferred direction of magnetization, because stripes of a
relatively good electrical conductor (shaded grey) are applied to
the surface of the strip. In this way a linear response can be
obtained without the use of an auxiliary field. At the edges of the
strip — in a region roughly corresponding to the triangles ABC,
the direction of the current does of course differ somewhat from
the ideal.
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Fig. 6. The response curve for a ‘barber pole’, calculated for
homogeneous magnetization. The curve has an approximately
linear section around Hy = 0. Curve / from fig. 4 is also shown
for comparison; this curve is an even function of Hy, whereas the
curve for the barber pole is not.

the case of an auxiliary field Hy. Both for large values of
Hy and for Hy, = 0, the magnetization is at an angle of
45° to the current and the value of the resistance is
given by Ro(1 + 1f).

The calculated curve in fig. 6 again refers to the ideal
case. As before, it is assumed that M is uniform, but in
addition it is assumed that the current has the same
direction everywhere. This is not true along the edges
of the strip, of course, and the effect of the diflerent
current distribution in the triangles ABC in fig. 5 must
really be studied in detail. An example of the cal-
culated position of the equipotential planes at the edge
of the strip is given in fig. 7. Tt is also possible to cal-
culate the response function for this complicated case.
The results are compared with the experimental values
in fig. 8. The agreement is good. An important dif-
ference from the ideal curve given in fig. 6 is the
asymmetry between positive and negative values of H,,.

A minor complication is caused by the fact that
although the magnetization M aligns itself preferen-
tially along the z-axis it does not differentiate between
the positive or negative z-direction. In an ordinary
MRH this gives no cause for concern (0 — 45° and
) = 135° give the same value of resistance), but in the
barber pole this difference is certainly of importance;
see fig. 9. This duality can be avoided by using a weak
longitudinal auxiliary field, sufficiently strong to over-
come the coercivity.

Fig. 7. The effect of the edges of the strip on the current distribu-
tion in the barber pole (see fig. 5). The thin lines represent the
equipotential surfaces.
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Fig. 8. Calculated response curve for the barber pole when the
effect of the cdge of the strip on the current distribution (see
fig. 7) is taken into consideration. The crosses are measured
values.
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Fig. 9. In a conventional MRH it makes no difference if the
magnetization M at H, == 0 aligns itself in the positive or the
negative z-direction; in both cases a particular value of H, gives
the same value of cos? § and hence the sume change in resistance
(see eq. 1). In the barber pole, however, where the direction of the
current is not along the z-axis, it does make a difference.

Characteristics of an MRH

Sensitivity

From what has been said above it is easy to deduce
the type of output signal to be expected from a reading
head — with or without a barber pole. It can be as-
sumed that this will difler depending on the applica-
tion. The extent of the linearity region will always have
to be matched to the maximum field-strength, which
leads to dilferent values of Ho. For y-Fez03 tapes, for
which the maximum undistorted field emergent from
the tape has a field-strength of about 12x10% A/m
(150 QOe), the value of Hy should not be made less than
about 24x 103 A/m (300 Oe). A value of w = [0 um
then gives a thickness 7 of 0.3 um, the maximum per-
missible value. If the track width is now assumed to be
fixed, say at 100 um, then the total resistance of the
strip is known (10 €2) and the total change in resistance
that can be obtained in the linear region is about 0.1 €2,
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For tapes containing CrOs and metal powder the
field emergent from the tape should be taken to be
rather stronger. In situations where the head is not in
contact with the tape, the field should be taken as
weaker.

By making Ho very small, a very large sensitivity can be ob-
tained and,very weak fields (such as the Earth’s magnetic field)
can be measured provided that they are not superimposed on
another stronger field. At very small values of Ho the anisotropy
field Hx of the strip is not negligible (it is about 102 A/m) and the
sensitivity is no longer proportional to Ho2 (eq. 4).

Finally, there is the measuring current to be con-
sidered. This is limited by warming-up effects and
possibly by diffusion due to electromigration (atoms
being ‘pulled along’ by the current-carrying electrons).
With a strip of dimensions 0.3 10 wm, a current of up
to about 100 mA is possible in practice (current density
3x 1010 A/m2; in strips that have been protected
against corrosion a value of about 1011 A/m2 can be ob-
tained [6]). The maximum output voltage is then about
3 mV, which is much more than can be obtained from
a conventional inductive head at this track width and
at low tape speeds (0.03 mV).

Frequency characteristic

The dynamic behaviour is no less important than the
static behaviour that we have been discussing so far.
By dynamic behaviour we mean the way in which the
response function depends on the frequency of the
signals from the tape.

The rate at which the magnetization in the strip (and
hence its resistance) can follow changes in Hy is very
great and has very little effect on the frequency char-
acteristic; this is determined by spatial factors. It is
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Fig. 10. The calculated wavelength characteristic (log-log scale)
for conventional magnetoresistive heads (fig. 1) for different
widths w. It has been assumed that the amplitude of the field-
strength at the surface of the tape is always the same. The
sensitivities at the long wavelengths have been adjusted to be
equal. The corresponding frequencies are plotted along the upper
scale for a tape speed of 4.75 cm/s. The frequency at which the
curve begins to fall off increases as w becomes smaller. The
dashed line indicates the characteristic for an ideal inductive
reading head.
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therefore better in the first instance to look at the
wavelength characteristic.

For sinusoidally magnetized tapes, there is an
exponential decrease in Hy in the y-direction, which
depends on A. Sine-wave signals recorded on the tape at
equal amplitudes but different frequencies give spatial
distributions of Hy that differ not only in the x-direc-
tion but also in the y-direction. This can be expressed
by the equation

Hy(x,y) = H,, e~2m/* sin (2nx/2), €))

where Hgy: is the amplitude of the field at the surface of
the tape (y = 0). If we assume that the change in
resistance is proportional to the mean value Hy of the
external field over the strip, we can derive the wave-
length characteristic as follows:

1 a+w
ﬁy - Hsure—Zﬂ/yl dy=
v
. 1 —e—2nw/4
= — e 9
sur 2aw/ ©

Here a is the distance from the lower side of the strip
to the tape. The exponential decrease in Hy with y
imposes a clear upper limit to the value of a.

Theoretical wavelength characteristics for strips with
different values of width w are shown in fig. 10. It can
be seen that the wavelength at which the curve begins
to fall depends on w. This follows obviously from
equation (9), since the mean field-strength over the
strip increases as w becomes smaller.

Measured characteristics are shown in fig. /1. In
principle, the decrease in sensitivity as a function of
decreasing wavelength might be expected to be a
disadvantage in read-out with an inductive head. In
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Fig. 11. The measured characteristic for a conventional MRH
(®) and a barber pole of the same width (X) compared with that
of an inductive reading head with a gap of 0.7 um (the curve).
The sensitivities have been equalized at the longer wavelengths.
(In practice, the sensitivity at a tape speed of 4.75 cm/s of an
MRH with an auxiliary field is about 30 dB higher and that of a
barber pole is about 27 dB higher.) :

(8] R.I. Potter, IEEE Trans. MAG-10, 502, 1974.
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practice, however, the sensitivity of an MRH is so
much larger, even at measuring currents much less
than 100 mA, that the effect is not all that important in
comparison. Moreover, the characteristic of an MRH
of the type shown in fig. 1 has no zero points like those
that occur with an inductive head.

Noise

When a magnetic tape is read in a reading head there
are four different sources of noise: the amplifier, the
head itself, the tape and the mechanical contact be-
tween the head and the tape. In designing a reading
head every attempt is made to make the noise contrib-
utions from the amplifier, head and the tape-head
contact so small that the total noise is determined
principally by the tape. The MRH can almost always
meet these requirements because of its superior sen-
sitivity. This is not the case with the inductive head,
however, if it is used with a low-noise tape, a very
narrow track, a low tape speed or if the head has a
‘small number of turns. In addition it should be borne
in mind that some contributions to the noise (such as
the amplifier noise) are constant, whereas others
depend on factors such as the gain or the measuring
current, so that they cannot be compared directly.

The amplifier noise is not very important — good
modern amplifiers have an equivalent noise resistance

of less than 100 ohms. This contribution is much

less important for an MRH than for an inductive
head, because the output signal of the MRH is much
larger.

The tape noise is a consequence of the fact that the
tape is not a continuous magnetic medium, but
consists of a ‘suspension’ of magnetic particles in a
polymeric carrier. The tape noise should therefore be
considered as a given quantity, in the same way as the
signal to be read.

The head noise is mainly resistance noise arising from
the ohmic resistance of the MRH. Barkhausen noise
is also present sometimes, especially when the strip
contains more than one magnetic domain; this form of
noise can easily be avoided by using a longitudinal
auxiliary field of several hundred A/m. In the barber-
pole head this field is already present for other reasons.

It might be thought that.an MRH with a higher
resistance would produce more head noise. This is
indeed true in an absolute sense, but not relatively.
Resistance noise is proportional to the square root of
the resistance. The measured signal, however, is
derived from the relative change in the resistance, and
is therefore proportional to R, so that the signal-to-
noise ratio increases as R increases.

An important additional contribution is the ‘tem-
perature noise’ [7), The resistance of the MRH does not
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only change because of the effect of a magnetic field, it
also changes because of variations in temperature.
These variations can be relatively large: 0.259%; per °C.
Because of irregularities in the surface roughness of
the tape there are variations in the heat generated at
the contact surface between the MRH and the moving
tape, and there are also variations in the dissipation of
the heat produced by the measuring current in the
MRH. These effects can lead to temperature varia-
tions that affect the resistance significantly. It is there-
fore necessary to ensure that there is good heat dissi-
pation. We use a wafer of silicon as the substrate. This
material gives a good compromise between the dif-
ferent requirements demanded of the substrate: it is
wear-resistant, a good conductor of heat, non-magnetic
and a poor conductor of electricity. Temperature noise
mainly contains components at low frequencies.

Finally, we should say something about the meas-
uring current. Since the amplifier noise and the resist-
ance noise are independent of the measuring current
and since the shot noise is negligible, it seems desirable
to make the measuring current as high as possible.
However, this increases the temperature difference be-
tween the head and its surroundings, and hence the
temperature noise. An MRH is so sensitive, however,
that even with relatively insensitive heads (z &~ 0.3 pum)
and a track width of 200 um, it is possible to use a
measuring current of much less than 100 mA without
the other noise contributions exceeding the tape noise.
The noise performance of an MRH is better than that
of an inductive reading head, particularly at narrow
track widths and at low tape speeds.

Technology ; special designs

The manufacture of a magnetoresistive head places
no very high demands on technology. For thin NiFe
films we use compositions such as NiggFe;; and for
films thicker than 0.1 pum we use NigoFego because of
its low magnetostriction. The alloy is applied to the
substrate by evaporation, with the use of a thin film of
Ti as an adhesion layer, or by sputtering, when an
adhesion layer is unnecessary. During the subsequent
treatment the temperature should remain below about
400 °C, principally because the magnetoresistance
effect would otherwise become weaker (8 becomes
smaller). The barber-pole design has in fact few com-
plications. The oblique stripes are obtained by sput-
tering a ‘sandwich’ of molybdenum (adhesive layer,
0.1 wm), gold (conductor, 1 pm)and a second adhesion
layer, typically of molybdenum. The exact shape can
be obtained by the use of well known photoresist-and-
etching methods. In the light of present-day semi-
conductor technology, no great difficulties are encoun-
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tered in mounting the contact leads or in applying a
coating of silica to prevent corrosion.

Reading heads for special applications can also be
made by the same process. A good example is the
‘track-sensing’ head, which can be used to find out
whether the position of a track is asymmetrical with
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signals that will very nearly cancel. A three-track head
in which this principle is applied is shown in fig. /2.
Finally, we ought to mention that it is possible to
make reading heads that are sensitive at very short
wavelengths, without this causing saturation at the
longer wavelengths. This is done by placing a plate of
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Fig. 12. Ferromagnetic strips and connecting leads forming part of a three-track MRH with
barber poles mounted on a substrate. The light-coloured stripes are the conductors. When
plates of wear-resistant material have been applied to both sides, the lower part of the unit is
ground away. The resistance of the horizontal conductor is continuously measured during the
grinding to give an indication of the rate of progress. A fourth strip located rather higher up
does not respond to the field from the tape but compensates for the interference signals detected

by the central reading strip.

respect to the MRH. The two halves of the barber pole
are connected together in opposing sense, and no
signal will be produced if the track is symmetrical.
Another example is the interference-suppressor head,
which consists of two detectors connected in opposi-
tion and mounted close together. The field from the
tape affects only one of the two detectors, so that
normally only one signal is obtained, but interfering
magnetic signals from the surroundings will produce

soft magnetic material such as Permalloy on either side
of the strip and a short distance away from it [8]. The
plates shield the strip from contributions from parts of
the tape that are further away, and they also conduct
the magnetic flux; see fig. /3a. These heads are of
course developed for weak fields.

71 See the article by Gorter, Potgiesser and Tjaden in note [2].
8] C. H. Bajorek and A. F. Mayadas, AIP Conf. Proc. 10,212,
1973.
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When an MRH is used it is possible to work with
narrow tracks (high track density), and with an MRH
of the type just described it appears that information
recorded at a density of over 1.5 107 bits/cm2 can be
read %1, An MRH strip can readily be combined with
an inductive writing head of the thin-film type (9], In
such a writing head the tape runs along two soft mag-
netic plates, which function as shields for the MRH
strip (fig. 13b).

To summarize and conclude, we believe we have
made it clear that the use of the magnetoresistance
effect in a ferromagnetic metal as a method of meas-
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Fig. 13. 4) An MRH that is sensitive to very short wavelengths
yet does not saturate at the longer wavelengths can be made by
shielding the strip (black) with a plate P of soft magnetic material.
The sections of the tape beyond the chain-dotted lines do not
contribute to the flux in the strip. ) If a coil C is included in a
similar configuration then a combination of an MRH of the type
shown in (a) and a thin-film type of inductive head is obtained.
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uring magnetic fields with a high spatial resolution
could become extremely important for applications
related to magnetic recording. In this article we have
only described read-out from magnetic tape, and we
have compared the MRH with a conventional alter-
native, the inductive head. If we consider read-out from
magnetic-bubble memories, however, the only accept-
able possibility at the moment is read-out by means of
the magnetoresistive anisotropy.

91 ). C. van Lier, G. J. Koel, W. J. van Gestel, L. Postma
J. T. Gerkema, F. W. Gorter and W. F. Druyvesteyn, |IEEE
Trans. MAG-12, 716, 1976.

Summary. The magnetoresistance effect in a narrow strip of a
suitably chosen NiFe alloy has much to offer for the detection of
magnetic fields, and hence for reading out from magnetic tape or
from a bubble memory. An approximately linear response can be
obtained if the angle between the magnetization of the strip in the
absence of a magnetic field and the direction of the measuring
current is about 45° Since the direction of the easy axis of
magnetization is longitudinal and therefore coincides with the
direction of the current, this is not possible without special pre-
cautions. In the solution described here, the ‘barber pole’, the
strip is covered by oblique (45°) stripes of a relatively good con-
ductor, and the current crosses ‘at right angles’ between the
stripes. Except atvery short wavelengths the MRH is much more
sensitive than an inductive reading head, so that the amplifier
noise plays a less important role. An MRH can be made very
small and the principle allows special versions to be made for
special applications, such as track-sensing heads and inter-
ference-suppressor heads. The technology is analogous to that
required for thin-tilm circuits, but the temperature must remain
below 400 °C.
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A small analog memory based on ferroelectric hysteresis

A. Petersen, P. Schnabel;, H. Schweppe and R. Wernicke

Efforts have long been made to find means of utilizing the polarization of ferroelectric
materials for information storage in memories, in a method analogous to the use of the
magnetization of ferromagnetic materials. The ferroelectrics previously available,
however, had such high coercive field-strengths that it was not possible to make memory
cells with acceptably low write voltages. Recent developments have provided ferro-
electric ceramics that have much lower coercive field-strengths, so that write voltages
compatible with transistor circuits are now feasible. With an appropriate composition,
these materials can be given a square hysteresis loop, enabling them to be used for the
storage of both digital and analog data. The memory can be designed to receive the
required write voltages from an integrated circuit.

Introduction

It may be useful to provide modern electronic equip-
ment with a small memory device for storing control
data and similar information. For such purposes the
memory should be ‘non-volatile’, i.e. the information
must remain stored without any external input of ener-
gy. Memories of this type can be used to store data for
selecting radio or television channels, data for the
adjustment of brightness, contrast and colour satura-
tion in television receivers, set-point data in control
units, and frequently used telephone numbers. If the
data is in analog form, an analog memory can be a
* great advantage in many cases, since it dispenses with
the need for an analog-to-digital converter. The stored
data must be readily erasable and the read-out must be
non-destructive.

There are various devices that would meet the above
requirements. Motor-driven potentiometers could be
used, or non-volatile semiconductor circuits. Also well
suited for memories of this type, however, are devices
that employ hysteresis effects with stable remanent
states. The magnetization of ferromagnetic materials
has long been used for this purpose, but nowadays it is
also possible to use the polarization of modern ferro-
electric ceramics. This may in fact be preferable for
some applications, since all that is required to produce
the polarization is an electric field between a pair of
electrodes on the material. There is not the power dis-
sipation always associated with the magnetization of
ferromagnetics. .

Provided the hysteresis loop of the material is
reasonably rectangular, the remanent polarization after

Dipl.-Phys. A. Petersen is with Valvo, Hamburg; Dr P. Schnabel,
Dipl.-Phys. H. Schweppe and-Dr R. Wernicke are with Philips
GmbH Forschungslaboratorium Aachen, Aachen, West Germany.

removal of the polarizing field will be almost identical
with the polarization in the presence of the field ( fig. I).
The remanent polarization increases with increasing
polarizing field-strength; any polarization between
maximum positive and maximum negative can be ob-
tained by tracing out appropriate sub-loops of the
hysteresis curve. These properties make the material
ideally suited for the storage of analog information.
Non-destructive read-out of the information is
achieved by utilizing the piezoelectric effect that is
always present in polarized ferroelectrics. Mechanical
vibrations of a polarized ferroelectric generate an
alternating electric field between the electrodes attached

0.4uC/mm? Pr
dp—zf
P [
. . 1 Ve —t
-1 0 1kV/mm
-0.2}

-0.4 _\"Pr

Fig. 1. Polarization P as a function of field-strength E, the hys-
teresis loop, for a lanthanum-doped mixed crystal of PbTiOs and
PbZrO3. The chemical composition of the material and the
parameters of the sintering process are selected to give a reason-
ably square loop and a low coercive field-strength E;. Two sub-
loops are drawn to show how all remanent polarization values
between +4-Pr and —Pr can be obtained.
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to the material. The amplitude of the alternating volt-
age is proportional to the polarization of the material
between the electrodes. Conversely, an alternating volt-
age between two electrodes on a polarized ferroelectric
body can make the body vibrate mechanically.

In the following sections we shall look at the construc-
tion of ferroelectric analog memories and give some
details of the applications mentioned at the beginning
of the article.

Construction of a ferroelectric analog memory

Ceramic materials based on mixed crystals of lead
zirconate and lead titanate with a perovskite structure
are very suitable for the fabrication of a ferroelectric
memory. They exhibit pronounced ferroelectric behav-
iour, they can be made inexpensively by conventional
sintering techniques, and they can easily be cut, lapped
and metallized. By adjusting the chemical composition
of the material and the conditions for the sintering
process, the ferroelectric properties can be varied over
a wide range [11, The Philips laboratories in Aachen
have developed varieties of this material that have a
low coercive field-strength and the required rectangular
hysteresis loop (fig. 1). The low coercive field-strength
enables the memory devices made with this material to
be driven with relatively low voltages.

We have made a memory device that consists of a
thin ferroelectric disc with identical electrode patterns
on both faces (fig. 2). The patterns are in the form of
a central pair of electrodes and a number of electrode
pairs arranged around the circumference.

The outer electrode pairs constitute the individual
memory cells. As described above, information is writ-
ten in by applying a voltage between a pair of elec-
trodes. It is also possible, however, to apply a low di-
rect current to the electrodes through a high resistance,
in other words to apply a polarizing charge. In this way
an accurately defined polarization can be achieved,
even in materials for which the hysteresis loop has
vertical or almost vertical sides.

The central electrode pair excites the disc piezo-
electrically in a radial mechanical vibration; the materi-
al between these electrodes is given the maximum
polarization. The disc is included in a feedback loop
of the driving oscillator. The feedback signal is pro-
vided by one of the outer electrode pairs, again with
maximum polarization of the ferroelectric between the
electrodes. The circuit used (fig. 3) drives the disc at
its resonant frequency and ensures that the amplitude
of the mechanical vibration remains constant even if
there are temperature variations or changes in polariza-
tion between the drive electrodes. For simplicity the
ground electrodes can often be combined.
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Fig. 2. A ferroelectric memory device. A ferroelectric ceramic
disc is provided with an identical electrode pattern on both faces.
The central electrode pair D excites a radial vibration piezo-
electrically ; the material between the electrodes D is permanently
polarized. The pair R is used for generating a feedback signal that
drives the disc at its resonant frequency; here again the material
between the electrodes must be permanently polarized. The elec-
trode pairs M around the circumference form the memory cells.
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Fig. 3. Circuit for the piezoelectric excitation of a memory disc
and for writing in and reading out information. The drive elec-
trode D, the reference electrode R and the amplifiers 41 and As
form a feedback system that oscillates at the mechanical resonant
frequency of the disc (200 kHz for a disc of diameter 12 mm and
thickness 0.3 mm). The discriminator DM and the d.c. amplifier
As control the vibration amplitude, using the voltage Vr as refer-
ence. The write-in signal I gives a polarization proportional to
this signal under the electrode M. The vibration of the disc
generates an alternating voltage of amplitude proportional to
this polarization, and hence to I. This alternating voltage con-
tributes to the output voltage ¥, through the capacitor Ce. The
voltage generated at the reference electrode also contributes to
the output voltage through capacitor Cr, so that the negative
half of the hysteresis loop can also be used.

The alternating voltage that appears across the
storage electrodes during mechanical vibration of the
disc corresponds in amplitude to the magnitude of the
local polarization in the ferroelectric, but gives no
indication of the sign of the polarization. However,
when the feedback signal for the drive is used as a phase
reference and compared with the storage signal, as also
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indicated in fig. 3, a uniquely defined signal can be
extracted from the memory for any polarization be-
tween Py and —P,. This technique doubles the
storage capacity. A memory disc of this type is shown

in fig. 4.

Reduction of the write voltage

If a ferroelectric memory is to be used in combination
with transistors and integrated circuits, the voltage for
the polarization should be no more than 30 to 50 V.
Since the coercive field-strength in the most favourable
case is 600 V/mm (fig. 1), the thickness of the material
between the storage electrodes must be no more than
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about 50 wm. For reasons of mechanical strength, how-
ever, the memory disc should not be thinner than
0.2 mm; this means that the polarizing voltage would
have to be 120 V, which is much too high.

The first experimental design we produced in an at-
tempt to solve this problem is illustrated in fig. 5. A
photo-etching technique was used to reduce the thick-
ness of the storage-electrode regions to about 50 pum.
This hardly affects the mechanical strength of the disc
and the resonant frequency while the voltage required
is brought down to 30-50 V. The relation between the
d.c. polarizing voltage ¥V}, and the amplitude of the
alternating read-out voltage V. with this design is
shown in fig. 6.

Fig. 4. A ferroelectric memory disc. The centre of the disc is attached to a piece of elastic
material. The disc is mounted inside the encapsulation of a power transistor to protect it
from undesirable ambient effects. To simplify the design some of the ground electrodes are

combined.

Fig. 5. To reduce the write voltage the ferroelectric ceramic can
be etched away under the memory electrodes to a thickness of
50 um. A voltage of 30-50 V is then sufficient for complete
polarization, The mechanical stability and resonant frequency
of the entire disc are largely determined by the thickness of the
unetched material (0.3 mm).

In another arrangement designed to reduce the write
voltage we used two closely spaced parallel electrodes
on one face of the disc. When a voltage is applied
between the electrodes, the polarization of the lerro-
electric is then mainly parallel to the surface ( fig. 7a).
As in the previous case, radial mechanical vibration of
the disc generates an alternating voltage proportional
to the local polarization. The write voltage is now de-
termined by the spacing of the electrodes, which can
easily be made 20 wm or less with modern techniques.
The design based on this principle is illustrated in
fig. 7b. The memory electrodes and the reference elec-
trode are placed around the circumference of the disc.

11 K. Carl and K. H. Hardtl, Ber. Dtsch. Keram. Ges. 47, 687,
1970.
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The common annular counter-electrode is carthed to
avoid a capacitive coupling between the memory elec-
trodes and the central drive electrode. The circuits used
with this arrangement are similar to those described
earlier. With an electrode spacing of 20 pm, write
voltages as low as 20-30 V have been achieved. A fur-
ther reduction in the gap width, and hence in the write
voltage, would not present much difficulty. Apart from
the low write voltage, this arrangement has the addi-
tional advantage that each memory cell requires a
much smaller ceramic volume, so that more informa-
tion can be stored in the same disc.

Applications

Remote control of a television set

A television set can be made much more convenient
to use if remote control of the brightness, contrast and
colour saturation settings is provided. This is usually
done with an ultrasonic signal and some kind of
memory device to store the selected settings. The main
requirements to be met by such a memory are exactly
those a ferroelectric memory can meet: non-volatility
and non-destructive read-out.

Fig. 8 shows the principle of the circuit that we have
designed for this application. The memory cells on the
piezoelectrically driven ceramic disc deliver an alter-
nating signal voltage that is taken to the output through
a coupling capacitor C¢; this voltage is then converted
into a control signal. The connection to the feedback
electrode through C; allows the full storage capacity of
the memory to be used. Each cell can be connected by
the remote controller to a selected positive or negative
voltage, depending on whether it is desired to increase
or decrease the control signal, and hence the polariza-
tion. A fairly high resistance in the connection to the
voltage generator determines the rate at which the set-
ting is changed. The button for increasing or decreas-
ing one of the settings is kept depressed until the de-
sired change takes place; the magnitude of the control
signal at the moment the button is released is stored in
the memory. The circuit for this ‘armchair control” is
given in more detail in fig. 9.

Storage of set-point data for process controllers

In process control a non-volatile memory can be used
for retaining set-point data during power failures for
one reason or another. The data can be set by hand or
obtained from measurements of particular parameters.
They can be stored as either digital or analog signals.
Precautions are necessary to prevent interfering signals
due to power-failure transients being stored instead of
the desired signals. Here again a ferroelectric memory
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Fig. 6. The amplitude V, of the alternating read-out voltage as
a function of the write voltage Vy for a ferroelectric memory as
in fig. §.

Fig. 7. Electric-field distribution (@) and a possible electrode con-
figuration (b) for a ferroelectric memory disc with memory elec-
trodes on one face of the disc. M, ... My are the memory elec-
trodes; the common counter-electrode Mg forms an effective
electrostatic screen between the memory electrodes and the drive
electrodes D. The polarization of the ferroelectric, which contains
the information, is mainly parallel to the surface, but for read-out
the same radial extensional vibration can be used as in the case
of an axial polarization.
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Fig. 8. Basic diagram of the circuit used for data storage in the
remote control of a television set. When the remote control is
used one of these memory electrodes is connected to a positive
or negative voltage via a high resistance R. This causes a slow
change in the polarization of the memory cell and of the output
signal Vo, which controls one of the settings of the television set.
Once the desired result has been reached. the remote-control
button is released and the data for the settings remains stored in
the memory.
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can be used instead of a number of motor-driven
potentiometers.

Another application in process control is the storage
of the maximum or minimum value of a signal in a
particular time interval.

G
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so as to store a total of say ten digits, which will be
sufficient for local and trunk calls and for most inter-
national calls. The writing and reading speeds must of
course be matched to the requirements of the local
telephone exchange.
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Fig. 9. Block diagram of the remote control of four different settings of a television set.
When one of eight buttons is depressed, the ultrasonic oscillator G generates one of the eight
frequencies f1. . .fs. This signal is transferred through a loudspeaker and a microphone to
the television set, where it is amplified. The output signal of the amplifier is selected by
frequency with the aid of the eight tuned LC circuits f1 . . . fs. Because of the diodes con-
nected in series with the load resistors of these circuits, a signal of frequency f1 produces a
negative polarization under the memory electrode M1, while a signal of frequency fz produces
a positive polarization. The oscillator Osc delivers the drive signal for the memory disc; the
amplifiers A1 ... A4 pass the setting signals to the appropriate circuits in the television set.

Storage of telephone numbers

A telephone can be made much easier to use if fre-
quently called numbers can be stored in a memory
device and retrieved by simply pressing a button. A
ferroelectric memory can also be used for this auto-
matic facility. Each digit of a telephone number then
has to be stored as an analog signal with ten possible
levels. This can be done by arranging a memory disc

Summary. The development of suitable ferroelectric materials
now allows ferroelectric hysteresis to be used for information
storage as well as the long-established methods based on ferro-
magnetic hysteresis. The PbTiO3-PbZrO3s mixed crystals we have
used have a relatively low coercive field-strength, so that it is pos-
sible to design memory devices that can be polarized with voltages
as low as about 30 V. The ease with which the degree of polariza-
tion can be controlled makes ferroelectric memories suitable for
the storage of analog information. Non-destructive read-out of
the information is obtained by utilizing the piezoelectric proper-
ties of polarized ferroelectrics. The article concludes with a
description of some applications of ferroelectric analog memories.
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The finite-element method and the ASKA program,
applied in stress calculations for television picture tubes

J.H.R. M. Elst and D. K. Wielenga

The mechanical beha_v'iour of very complicated structures such as aircraft, ships or
pressure vessels is almost impossible to calculate by the classical methods of analysis.
A numerical approximation method was developed in the fifties for the solution of such
problems. This was the finite-element method, in which the calculations are applied to a
model of the structure. These calculations can give a sufficiently accurate approximation
to the behaviour of the actual structure without taking up too much computer time.
Philips have purchased computer software based on this method — the ASKA system —
Sfrom its designers, the Institut fiir Statik und Dynamik der Luft- und Raumfahrtkon-
struktionen, Stuttgart. Several modifications have been introduced into the system at
Philips, making it more suitable for calculating the stresses in the glass envelopes for
television picture tubes at an early stage in the design.

Introduction
In 1941 A. Hrennikoff put forward a method for

calculating the mechanical behaviour of an elastic body -

by substituting for it an equivalent framework, in which
he assigned elastic properties to the cells of the frame-
work in such a way that the behaviour of the frame-
work would be expected to resemble that of the con-
tinuous body [1). A theoretical basis for this method
was first established in the middle fifties in publications
in Europe and America [2], This was the origin of the
‘matrix method for structural analysis’, which rapidly
came into more general use.

Before this method was available, the only methods
for calculating the elastic behaviour of mechanical
structures were analytical methods in which a solution
is sought through a description of the mechanical
behaviour in terms of differential equations, possibly
with the aid of finite-difference methods or by numeri-
cal integfation. In practice these methods could only be
applied to structures of relatively simple geometry and
with fairly straightforward boundary conditions.

In the matrix method, which is essentially an ap-
proximation method, the starting point is an idealized
representation of the structure, built up from discrete
eleiments with simplified elastic properties. Since these

Ir J. H. R. M. Elst is with the Philips Electronic Components and
Materials Division, Eindhoven; D. K. Wielenga is with the Philips
Mechanical Engineering Works, Eindhoven; both were formerly
with Philips Research Laboratories, Eindhoven.

elements have finite dimensions (and are not infinites-
imally: :small like those used in deriving the equations
of equilibrium for the continuum), the method is
usually called the Finite-Element Method, abbreviated
to FEM. In applying this method so much computation
is necessary that a high-speed computer with a large
memory is necessary for the calculations to be com-
pleted within a reasonable time. Wider application of
the method has therefore only become a practical pos-
sibility after the introduction of the third-generation
computers. :

The matrix method was initially mainly used for
stress calculations in aircraft design, and later in such
calculations for ships, pressure vessels, building con-
struction, etc. Later again the method was taken up for
applications outside mechanical engineering: heat-con-
duction problems, fluid flow, the calculation of electric-
al and magnetic potential distributions, etc.[3l. There
has also been an increasing interest in recent years in
the fundamental mathematical basis of the method [4].

An example of a structure whose increasing com-
plexity has made it even less amenable to the classical
analytical methods is the glass envelope for a television
picture tube. The main feature of interest here is the
mechanical stress produced when the envelope is
evacuated; it is highly desirable to establish at the de-
sign stage whether the envelope will be strong enough.
In the earlier tubes the geometry was sufficiently simple
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(the first tubes had rotational symmetry) for analytical
methods to give a reasonable accuracy. But as the
geometry increased in complexity more and more sim-
plifications had to be introduced into the calculations,
giving results that were less and less satisfactory. The
mechanical strength of the tubes then had to be checked
by means of strain-gauge measurements on a prototype
of the envelope ( fig. /). Since a prototype had to be
made for every design, this was a very time-consuming
and expensive procedure. The finite-clement method
now enables the stresses to be calculated to the desired
accuracy in the actual design stage.
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struktionen (ISD) at the University of Stuttgart. The
name ASKA is an acronym for Automatic System for
Kinematic Analysis. The system was chosen because it
waseminentlysuitable for calculating three-dimensional
stress patterns (like those in the television picture tube).
At the time of our purchase ISD had already put 120
man-years into its development.

The system now consists of four parts:
ASKA 1 for linear static analysis,
ASKA 1l for linear dynamic analysis,

ASKA 1Ii-1 for elasto-plastic and creep analyses and
ASKA 111-2 for buckling analysis.

Fig. 1. Strain-gauge measurement of the deformation of the envelope for a television picture
tube. The gauges are attached to the inside of the envelope before the two components of the
tube — the screen and the cone — are bonded together. After the tube has been evacuated
the strain gauges are automatically scanned by the equipment visible in the background, and
the measured strain values are recorded on punched tape.

To gain some experience with the method some
simple programs for solving two-dimensional problems
were developed at Philips Research Laboratories. This
work showed however that developing our own pro-
grams for stress calculations in picture tubes would
have taken many man-years, and it was therefore de-
cided to purchase software that had already been de-
veloped elsewhere. After a few experimental calcula-
tions we purchased the ASKA system in 1970.

The ASKA software system

The ASKA system consists of a set of programs for
solving mechanical stress and vibration problems by the
finite-element method; it was designed by the Institut
fiir Statik und Dynamik der Luft- und Raumfahrtkon-

In this article we shall confine ourselves to the ASKA |
program used for the calculation of the picture-tube
envelope. This part has been furthest developed and has
already been taken up by a number of users at Philips.
The other parts are still subject to various restrictions,

(11 A. Hrennikoff, Solution of problems of elasticity by the
framework method, J. appl. Mech. 8, A 169-175, 1941.

21 J. H. Argyris and S. Kelsey, Energy theorems and structural
analysis, Butterworth, London 1960 (appeared earlier as a
series of articles in Aircraft Engng. 26 and 27, 1954/55).
M. J. Turner, R. W. Clough, H. C. Martin and L. J. Topp,
Stiffness and deflection analysis of complex structures,
J. aeronaut. Sci. 23, 805-823 & 854, 1956.

[381 Q. C. Zienkiewicz, The finite element method in engineering
science, McGraw-Hill, London 1971.

(41 J. R. Whiteman (ed.), The mathematics of finite elements
and applications, Academic Press, London 1973.
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both in technical possibilities and in practical applica-
tions.

The ASKA programs are mostly written in FOR-
TRAN, to give the greatest independence from the type
of computer (at Philips the IBM 370/168 computer is
used for ASKA at present). In the design of ASKA
every attempt was made to make it both a useful tool
for the practical design of structures, and also a system
that can serve as the starting point for further research.
To facilitate practical design work an input/output
system has been provided that is matched as far as
possible to the convenience of the user, who must of
course possess an adequate knowledge of the finite-
element method. The programs that perform the actual
calculations do not concern the user at all, since they
are activated automatically. To make ASKA suitable
for research as well, it is largely built up from modules,
which makes it easy to include alterations and addi-
tions. Even so, the use and further development of a
computer system such as ASKA requires considerable
skill and experience; cooperation with software spe-
cialists is essential.

The facility for including modifications in ASKA has
been used to adapt the ASKA I program to the specific
requirements of the picture-tube problem. The program
is used at Philips for a large number of other problems
besides the calculation of these picture tubes. These
include the calculation of the deformations and stresses
in a hydraulic motor, in a centrifuge, in the base-plate
of an automatic coffee-maker, in the cooler housing of a
hot-gas engine, and in a helical-groove bearing. ASKA
is also increasingly used in the calculation of the dy-
namic behaviour of structures. The suitability of ASKA
as a research tool can be seen from the application for
calculating the resonant frequencies of a reverberation
chamber and for calculating the flow of a highly viscous
fluid along an open cavity, since these problems do not
resemble those that ASKA was designed to solve.

In this article we shall start by giving a description of
the finite-element method and deriving the equations
used. Next we shall look at the ASKA I program and
modifications to it. Finally we shall describe the appli-
cation of the system to the calculation of the mechanical
behaviour of the envelopes of television picture tubes.

Calculations for an elastic body

Let us consider a linear-elastic body of volume V
with a surface S of which a part Sp is subjected to a
known load. It is required to find the deformations and
stresses that are produced in the body by the load (it is
assumed that the deformations remain small).

- Three sets of differential equations apply for such a
problem: the equations that express the relation be-
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tween the strains e; and the displacements u;, the equi-
librium equations, given in terms of the stresses oy;, and
Hooke’s law, which gives the relation between the
stresses and the strains. From these equations it is pos-
sible to derive a set of three partial differential equa-
tions expressed in terms of the displacements u; and
their derivatives, which can be used to describe any
linear elastic problem (see the Appendix). By using
variational methods it can be shown that solving these
equations to obtain the displacements is mathemati-
cally equivalent to finding a displacement field u;(x,y,z)
that satisfies the boundary conditions and for which a
certain ‘functional’ (a quantity whose value is defined
by the function u and its derivatives) is at a min-
imum. For the body described above this functional
is:

D = [$Euym &7 exa AV — [ pauy dS. )
vV Sp

Here Eijx; is the tensor from Hooke’s law, which con-
tains the elastic constants of the material ; p; represents
the components of the load on the surface Sp. The
indices i, j, k and [/ take the values 1, 2 and 3, which
indicate the coordinates x, y and z. The summation
convention also applies here: a summation must be
made over indices that occur twice in a term. The func-
tional @ has the dimensions of energy; the method
described is known in elasticity theory as ‘the principle
of minimum potential energy’.

The principle of minimum potential energy forms the basis of
the finite-element method in the form known as the displacement
method. In this method approximations are introduced for the
distribution of the displacements. It is also possible to derive
variational methods that lend themselves to the introduction of
approximations for the distribution of the stresses (force method)
or of displacements and stresses (mixed methods). In this article
only the displacement method will be described.

The finite-element method

In solving an elasticity problem by the finite-element
method the body is considered to be built up from a
number of small regions of relatively simple geometry,
the elements (e.g. bars, triangles, tetrahedra). A number
of points in these elements are chosen as nodes; these
usually lie on the boundaries of the elements, partic-
ularly at the corners. This network of nodes forms the
idealized model of the body, and the calculations are
made on the model. For each element interpolation
Sunctions are chosen which express uniquely the dis-
placements in the elements in terms of the displace-
ments of the nodes. The displacement field is then cal-
culated for which the functional @ from equation (1)
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has @ minimum value, This displacement field, charac-
terized by the displacement of the nodes, is an approx-
imate solution to the problem.

Since the matrix notation is the most suitable for
describing the finite-element method, particularly for
computer processing, we shall rewrite equation (1) in
matrix notation:

@ = [4eTEe dV — [uTp dS. 2)
v Sp

Here E is the elasticity matrix, formed from the
elements of the elasticity tensor Eyx; € is a column
matrix with the strains as the elements (column
matrices are written as a row of elements between curly
brackets):

&= {axx Eyy EzzExy Eyz azx}

and &7 is its transpose, the row matrix

eT = [egz Eyy E2z Exy Eyz Ezz].

In addition T is the row matrix [uzuyu;] and p is the
column matrix {pzpyp:}.

The functional @ is obtained for a body divided into
N elements by summing the contributions from the
separate elements:

a —X
Uy 3
T’ 3 Uys
u 1
2 Uz
b — X

Fig. 2. a) Division of a thin flat plate into triangular elements.
The three corners of each triangle are taken as ‘nodes’. This
means that the displacements of the other points of each element
are expressed in terms of the displacements #z¢ and uy; of these
points by using interpolation functions. (b) Linear interpolation
functions are chosen for these triangular elements.
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N N
n=1

n=1vy Spy

This summation is only permissible if the boundaries of
the elements themselves make no contribution to @.
This will certainly not be the case if it is arranged that
the strains at the boundaries are finite. Consequently
the interpolation functions must be such that there are
no discontinuities in the displacements at the bound-
aries of the elements: the continuity of the structure
may not be broken. .

For the displacement field of element # we can write:

up = Fpdy, (4)

where d, is the column matrix of the nodal displace-
ments and F, contains the interpolation functions.

We canillustrate the subdivision into elements and the selection
of the interpolation functions by the simple case of a thin plate
loaded in its own plane. The problem can be considered as two-
dimensional (‘plane stress’). We can divide the plate into triangular
elements; for each element (see fig. 2a and b):

u = {uzx,y) uy(x,»)}, and

d = {uz1 uyy tzs tys uzs uys}.
For simplicity the subscript » is omitted here. The displacements
in this element can clearly be interpolated linearly. This can be
expressed in matrix notation by:

uz] _
y

where F1, Fo and F3 are linear functions of x and y:

Fi(x,y) = aix + biy + ¢t
By including the conditions Fi(x1,y1) =1 and Fi(xs,ys) =
Fi(xs,y3) = 0 the coefficients a1, b1 and c; can be expressed in
terms of the coordinates of the nodes. The coefficients of the
functions Fe and Fs can be determined in an analogous way.

Uzl
= Uyl
F1 0 F2 0 F3 0 Uz2
0 Fy O Fo O Fgi " | uye
Uz3
Hys

After selecting the interpolation functions Fj, the
strain can be calculated from

en = Budy, (5)

where the matrix By, is obtained from equation (4) by
differentiation. This gives the functional @ for element
n:
@y = [4dTBYE,Budy AV — [d F pn dSn =
Vn Spy

=1d%kndn —d'qn, .(6)

where
Vy .

n
Spn

k., is the stiffness matrix of the element and g contains
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the forces at the nodes equivalent to the external load
Pn exerted on the element. For the complete body there-
fore

N N
D =3 Pn=3 (Gdikndn—dign). - (7)
n=1 n=1

The nodal displacements of the complete network are
then combined in a single column matrix »; numbers
are assigned to the nodes of the body for this operation.
The relation between the nodal displacements d,
arranged element by element and the global nodal dis-
placements r is stated by the connection matrix A:

{dldzds e dN} = {A1A2A3 ve AN}I‘, or d = Ar. (8)

This matrix also relates to the transformation of local
coordinate sysfems associated with the elements to a
general system that applies to the complete body. If
these systems are the same 4 is a Boolean matrix (which
only contains ones and zeros).

Substituting from (8), (7) becomes:

@ = LrTATkAr — rTATq, ©)

where k =[kiksks . .. kx| (these brackets indicate a
diagonal matrix), and ¢ = {q14243 . . . gv}. We now
define

K = ATA and f= A%q; (10)

K is the stiffness matrix of the body subdivided into
elements and f contains the nodal-point forces equiv-
alent to the external load p. Therefore

& = Lr'TKr — ¥If. an

Since E is symmetrical, k and K are also symmetrical.

To determine the displacements and hence the values
of r for which the functional @ has a minimum value,
we calculate the derivatives of @ with respect to the
various elements of », and set them equal to zero. This
gives the set of linear equations

Kr =f. (12)

The column matrix f contains all the forces that act
upon the body, and henee the forces at the points where
we wish to support the body. These forces are in equi-
librium; their interdependence is expressed by the six
equilibrium equations for the complete body. This de-
pendence has the result that the matrix K is singular
(i.e. it has no inverse), so that the set of equations (12)
has an infinite number of solutions;arigid-body motion
is still possible.

To eliminate this interdependence, the values of a
number of nodal displacements must be given in the
statement of the problem; this number must be at least
as many as are necessary to prevent rigid-body motion.
All the displacements whose values have been given
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before-hand are called ‘prescribed’ displacements rp;
the associated unknown reaction forces are denoted
by fe. The remaining unknown nodal displacements,
called ‘local’ displacements are denoted by #1, the as-
sociated known forces by f1.. A corresponding arrange-
ment of the matrix X now gives:

KipKie |[rn| _ [ 2 13)
Kp1, Kep || e el
Multiplied out this gives:
Kyiry + Kipre = f1, and 14
KpirL + Kppre = fp. (15)
From (14) it follows that
rL = K7 (f1— Kuere), (16)
and the reaction forces can be determined from this

and (15).

After the calculation of the unknown displacements
r1, the nodal displacements d for each element can be
determined from the now completely known matrix r
with the aid of equation (8). From these and equation
(5) the distribution of the strain can then be found, and
the distribution of the stress in the different elements
can now be found with the aid of Hooke’s law. The
stresses and strains for each separate nodal point can
now be calculated as the mean of the values that have
been calculated in the elements that share the node.
These values are not in general exactly equal; this is
inherent in the nature of the displacement method.

From (12), with the aid of equations (10) and (8) it
can be shown that

gr = kd, a7

where ¢, represents the internal nodal forces for each
element. These can be calculated if d is known. The
resulting nodal forces fr = {fL/fp}r can then be cal-
culated from eq. (10); f1» must of course be equal to the
originally introduced load f1, while fp, gives the
reaction forces. In the ASKA system this method is
used instead of equation (15) to calculate the reaction
forces.

A numerical calculation on a computer, based on the
finite-element method, thus consists in general of the
seven following stages.

— Idealization of the structure. Formation of the con-
nection matrix A4. )

— Calculation of the element stiffness matrices &, and
formation of the matrices K11 and Krp.

— Calculation of the equivalent nodal
Ji— Kypre.

— Calculation of the displacements #r.

— Calculation of the nodal displacements dj, the
stresses ¢, and the strains g, for each element.

forces
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— Calculation of the mean strains and stresses for
each node.
— Calculation of the reaction forces fe.
In practice the calculation of the various quantities
does not follow these formulae exactly. For example,
. the matrix 4, which contains very mafy zeros, is not
formed as a complete matrix, and the stiffness matrix K
is not determined from the formal matrix multiplica-
tion ATKA. More efficient methods have been de-
veloped for these processes, but we shall not pursue
the matter further here.

—_—

2
0’,_-,:0’06—4 %)

0’0 —X

a

Fig. 3. Square plate loaded by a parabolically distributed
tension on two opposite sides. The dimensions of the plate are
0.8 X0.8xX0.01 m, the modulus of elasticity E is 2 X 1011 N/m2
and Poisson’s ratio v is 0.3, The load op is indicated as a line
load (force per unit length) and is assumed to act over the
complete thickness of the plate; oo = 16 X 105 N/m.

The ASKA I program

As we said in the introduction, the ASKA I program
was specially developed for the solution of linear static
problems by the finite-element method. The program
can be applied for structures in which the displacements
and the strains remain small at the loads imposed. The
material must also have linear elastic behaviour; it
may be anisotropic with the anisotropy defined in
terms of local coordinate systems.

The program consists of a total of 250 000 instruc-
tions, distributed over about 2500 subroutines. The
total storage required for the program is about
2.3 Mbytes (eight-bit bytes); by applying ‘overlay’
techniques the main-memory capacity necessary can be
limited to about 310 kbytes. In overlay techniques only
those parts of the pfogram necessary for a particular
phase of the calculation are present in the main memory
during that phase. The rest of the program is stored in
a disc memory. During an ASKA program there is
therefore an intensive traffic of programs and numerical
data between the disc and the main memory.
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Procedure for solution

In applying ASKA I for the solution of a practical
problem [5] there are a number of separate phases: the
statement of the problem, the idealization of the struc-
ture, the preparation of the numerical data and the
actual calculation. We shall now discuss this procedure;
by way of illustration we shall indicate what happens
in the solution of the simple problem of fig. 3. This
refers to a thin square plate, loaded on two opposite
sides by a parabolically distributed tension. It is re-
quired to find the displacements and stresses in
the plate. Analytical solutions to this problem are
known [81 (71 and we shall compare the ASKA results
with these.

The statement of the problem

The problem must first of all be clearly described;
this means that the geometry, properties of the materials
and the Joad must be established. (Fig. 3 and its caption
together form the statement of the problem of our
example.) For a complicated structure it is sometimes
necessary to simplify the structure a little, before
dividing it up into elements, so as to arrive at a model
that can be calculated by the finite-element method.
The mechanical behaviour of this model must of course
correspond sufficiently well with that of the actual
structure.

The idealization of the structure

As we emphasized earlier, the subdivision of the
structure into elements is the most important phase of
the solution process. First the types of element are
selected that might be expected to represent the
behaviour of the structure as closely as possible. The
size and location of the elements are then determined;
the topology of the network is thus established.

To choose the degree of fineness of the network
(mesh), it is necessary to have some knowledge of the
behaviour of the structure under load; at places where
large gradients in the stresses can be expected, the net-
work should be made finer than elsewhere. A finer net-
work does not just give a more accurate solution, how-
ever, it also requires more computer time and is there-
fore more expensive. In practice the idealization of a
structure is always a compromise between the accuracy
desired and the expense.

[5) See also: ASKA part I — Linear static analysis, user’s
reference manual, ISD report No. 73; Univ. Stuttgart 1971
(Revision C, 1975).

61 8. Timoshenko and J. N. Goodier, Theory of elasticity, 2nd
edn, McGraw-Hill, New York 1951.

[ G. R. Cowper, G. M. Lindberg and M. D. Olson, A shallow
shell finite element of triangular shape, Int. J. Solids & Struct.
6, 1133-1156, 1970. ‘
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In the ASKA I program element types are available
for many categories of problems: for example for struc-
tures built up from bars and beams, continua subjected
to planar stress or strain, axisymmetric continua,
plates, thin- and thick-walled shells and three-dimen-
sional continua, The element library of ASKA I now
contains 48 elements, in various families, such as bar
elements, two-dimensional elements, ring elements,
plate elements, shell elements and three-dimensional
elements. The location of the nodes is fixed for each
element, and also the number of degrees of freedom
and the form of the interpolation functions. These
degrees of freedom can for example be displacements
"and their derivatives, and rotations. In the remainder of
this article we shall only refer to displacements.

With a number of elements there is the possibility of
applying them together with other elements in the same
structure. The condition for this is that the variation of
the displacement should be the same at the adjacent
boundary surfaces of the elements. The user himself can
also add new elements to the system.

In idealizing a structure it is not only necessary to set
up the subdivision into elements, the boundary condi-
tions have to be laid down as well. At a kinematic
boundary condition the displacement at a node can be
either prescribed or ‘suppressed’. If it is suppressed the
prescribed value is zero (e.g. at a support). As was ex-
plained on p. 60, at least as many displacements must
be specified as are necessary to prevent rigid-body
motion. A boundary condition can also be laid down
by setting the displacements of various nodes equal to
one another, without assigning a specific value. Finally,
initial strains can be specified at nodes or for each
element. Possible static boundary conditions are: ex-
ternal forces at nodes, distributed loading on the
element surfaces and thermal loading specified by
initial strains. The distributed loading can be line load
(force per unit length), surface load (force per unit
area) or volume load (force per unit volume). Both the
prescribed displacements and the forces can be speci-
fied in local coordinate systems selected by the user.
Various loading cases for a structure can be calculated
in a single ASKA calculation.

It is appropriate to mention some of the important
features of the idealization here.

— If there are symmetries in the structure and the
loading it is sufficient to calculate only part of the
structure.

— By assigning appropriate numbers to the nodes a
band structure can be produced in the stiffness matrix;
the elements not equal to zero are then located in a
band on both sides of the diagonal. Since the width of
this band strongly affects the computation time (a wide
‘bandwidth’ requires a great deal of computer time), it
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is important to keep this width as small as possible (see
fig. 9.

— Programs can be developed that can generate the
subdivision into elements for some structures com-
pletely automatically. These ‘mesh-generator’ pro-
grams start from the geometrical description of the
structure and some basic information about the degree
of fineness desired for the network. They give both the
topological description of the network and the coor-

11 2 13 4 5
6 7 8 g 10
a
1 2 3 4 5
3 6 g 2 5
2 5 8 11 14
b
1 4 7 10 13

Fig. 4. Simple network of triangular elements with the nodes
numbered. The numbering should be arranged to make the
resultant bandwidth of the stiffness matrix of the structure as
small as possible (the bandwidth of a matrix is the width of the
region, on either side of the diagonal, where the elements are
different from zero). This can be arranged by ensuring that the
difference in node numbers is as small as possible for each
element. For the sample given in this figure this means that the
numbering should not run parallel to the longside (a) but parallel
to the short side (b).

Fig. 5. The two-dimensional element code-named “TRIM 6’, used
in the idealization of the structure of fig. 3. This element has six
nodes (P1 to Pg) with three degrees of freedom at each node.
These are the displacements in the direction of the three coor-
dinate axes. The element only possesses stiffness, however, for
the displacements in its own plane. These displacements follow
quadratic curves, i.e. the interpolation functions F are quadratic.
t1, t2 and t3 give the thicknesses at the three corners.
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dinates of the nodes. The use of a mesh generator saves
a considerable amount of time, because setting up such
an idealization ‘by hand’ is usually the most time-
consuming part of the procedure. At Philips we now
have mesh generators for two-dimensional problems
and for calculating picture-tube envelopes.
— There may be advantages in using substructures;
this procedure will be discussed separately below.
The idealized structure (types of elements used, num-

STRESS CALCULATIONS FOR PICTURE TUBES 63

The preparation of the numerical data

The numerical data necessary for the performance of
a calculation is now collected. This includes:
— The nodal coordinates; if they are not generated
by a mesh generator they will have to be measured off
from drawings, or from the actual structure, usually a
very time-consuming activity.
— The geometrical data for the elements (e.g. the
thickness).
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Fig. 6. Subdivision into elements for the calculation of the structure of fig. 3. Because of the
symmetry in geometry and loading it is only necessary to consider a quarter of the structure.
At all the nodes along the lines of symmetry the displacements perpendicular to these lines
must be suppressed (drawn as roller supports for a number of nodes). For node / this means
that it is fully supported. The value of the load at the nodes is given on the right. The smallest
bandwidth for the stiffness matrix is obtained by numbering the nodes parallel to one of

the axes.

bering of the nodes, suppressed and prescribed dis-
placements) is defined in the ‘topological description’,
which makes use of a specially designed programming
language.

We shall now return to our example of fig. 3. Since
the plate.is in plane stress, a two-dimensional element
should obviously be chosen ; the most suitable one here
is the element known as TRIM 6 (fig. 5). This element
has zero stiffness for displacements perpendicular to
the plane of the element. Because the structure is sym-
metrical in shape and in loading, only a quarter of the
plate needs to be taken into consideration; we choose
the element distribution of fig. 6.

~— The elastic constants of the elements. In the iso-
tropic case these are Young’s modulus £ and Poisson’s
ratio »; in the anisotropic case the complete elasticity
matrix must be given.
— The values of the load quantities (prescribed dis-
placements, nodal forces, distributed loads, initial
strains).
— Any local systems of axes in which the load is given
or the anisotropic elasticity matrices are defined.
This data is input into the computer in blocks each
containing a particular kind of data, e.g. the nodal
coordinates. Each block is preceded by a code indicat-
ing the contents of the block.
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The calculation

In the ASKA I program a calculation is divided into
a number of logical stages, such as the data input, the
calculation of the elemental stiffness matrices, the as-
sembly of the stiffness matrix of the structure, etc. The
program modules that perform these stages are called
‘processors’ in the ASKA system, and are activated by
the user by calling subroutines in a FORTRAN pro-
gram. This program, which directs the actual running
of the program, is called ASKA Processor Control, or
APC for short; it consists of a list of processors that
have to be worked through in succession.

Fig. 7 shows a block diagram of a simple calculation
with the ASKA program. Each block represents an
ASKA processor; the function it performs or the quan-
tity to be calculated is indicated inside the block, and
the name of the processor is indicated in the upper right-
hand corner of the block. The data that is processed
by the processors is grouped in logical entities, called
‘books’; these books are each given an alphanumeric
name. The user can perform certain operations with
these books by using this name as argument in a
processor call. In this way the user can decide for
example which books he would like to output as the
result of the calculation, such as displacements, stresses
or reaction forces.

The computer time required for a calculation with
the ASKA I program varies from a few minutes to
several hours, depending on the magnitude of the prob-
lem. For the more complicated problems it is desirable
to run the calculation in several stages, rather than all
at once; the ‘books’ with the intermediate results (e.g.
the stiffness matrices) are then put on tape and read in
again in the following stage or stages. Special input-
output processors are available in ASKA for this.

During the complete calculation checks are carried
out to see if errors have arisen. An extensive error-
diagnosis system has been built into ASKA that can
give some 600 different error messages. Sometimes
these only contain comments that are of use to the
user, while the calculation continues in the normal way;
but if the error is serious the calculation is immediately
stopped.

Substructures

The ASKA system also offers the possibility of split-
ting a structure into several parts and dividing each
into elements separately. A partial network of this type
is called a substructure; see fig. 8. The substructures
are then interconnected by the nodes that lie on the
boundaries, which means that the displacements at
these nodes are made equal to one another for the
various substructures. In this case we refer to external
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displacements. The nodes combining the substructures
in this way together form the main net. The assembly
of substructures to form a main net is essentially anal-
ogous to the combination of elements to form a net-
work (8],

Fig. 7. Block diagram of a calculation of mechanical strength
with the ASKA I program. Each block represents a processor,
i.e. a program that performs a particular logical stage of the
calculation. The code name for calling the processor in the con-
trol program APC (ASKA Processor Control) is indicated in each
block. In this program the user must establish the procedure to
be followed in the calculation and he determines which results
must be calculated and output.
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The application of substructuring can offer various
advantages:
— Tt simplifies the idealization of the structure, since
this can now be done separately for each substructure.
— It introduces the possibility of making standardized
‘presolved’ substructures for parts of structures.that
are used a number of times (in the same or in different
structures). This can save a great deal of computer
time.
— Alterations in the element distribution or in the
actual structure itself can be made much more quickly
and inexpensively, since they are now made for indi-

. vidual substructures where appropriate.

— Substructures permit hinges and sliding contacts to
be included. :
— Errors in the input data can be traced and corrected
for the appropriate substructure.
— Selective data output can be made substructure by
substructure.

The ASKA system can now also be used to divide a
substructure even further into subsubstructures (recur-
sive substructuring).

main net

Fig. 8. Diagram of a structure divided into three substructures
(I, 2 and 3). The substructures are interconnected by the nodes
at the boundaries, which together constitute the ‘main net’.

Assessment of the results

A critical appraisal of the results of an ASKA cal-
culation is desirable. There will always be some un-
certainty about the accuracy of the results, because of
the free choice in the degree of fineness of the network,
particularly if it is not possible to make any predictions
about the behaviour of the structure. Experience will
bring confidence here; in some cases, however, the user
will only be satisfied when he finds that a second cal-
culation with a finer distribution gives results only
marginally different. If results obtained from experi-
ments or analytical calculations are also available, then
comparison will obviously give a check on the calcula-
tion. When a certain type of structure has to be cal-

81 J. S. Przemieniecki, Theory of matrix structural analysis,
Mc-Graw-Hill, New York 1968.
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culated repeatedly it is particularly useful to use an
element distribution whose accuracy has been verified
by such a comparison.

. Table I shows by way of illustration some results
from the calculation of our example. The displace-
ments and the mean stresses are given at a number of
nodes and these are compared with the results of an
analytical calculation. It can be seen that a good
agreement has been achieved with the selected idealiza-
- tion. The highest deviation is less than 2%,

Table I. Some results from the ASKA calculation of the example
of fig. 3, compared with the results from an analytical calcula-
tion [9, Values are quoted for a few displacements #; (in m) and
stresses oy (in N/m2) at the nodes 1, 17, 273 and 289, of the
idealized structure; see fig. 6.

ASKA Exact Deviation %

uy1? —0.8828x10-1|—0.8852x 104 0.27
Uz273 2.9467x10-1| 2.9548x104 0.27
Uz289 0.7363x10-1| 0.7439x10-4 1.02
Hy289 0.1058x10-4| 0.1039x10-4 1.83
Czzl 1.3742 x 108 1.3745 x 108 0.02
Oy —0.2289 X108 |—0.2255 X 108 1.51
Ozz17 0.6552x 108 0.6571x108 0.29
Oyy1r 0.0002x108 | 0 —

Oyy289 0.0075x 108 0 —

In a calculation of some magnitude the number of
results is large and their interpretation is often difficult.
To obtain a good interpretation the user will often find
it necessary to apply further processing to the results.
He could for example find it useful to apply transforma-
tions to coordinate systems of his own selection, or to
display the results. It would then be necessary for him
to write his own programs for such processing, because
the facilities that ASKA has to offer here are very
limited.

Some modifications

To adapt the ASKA system to specific needs such as
those encountered in calculating television picture
tubes, a number of additions and alterations to the
program have been developed at Philips Research
Laboratories. :

The preparation of the data to be input for an ASKA
calculation is a considerable task, which can only be
automated in a few special cases. The chance that
errors are made in this preparation is consequently so
large that it is necessary to make an effective check on
‘the correctness of this data before the expensive com-
putation procedure is set under way. This is done in an
‘ASKA prerun’ (a procedure with a shortened APC);
a special processor has been developed for this
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(VERIFY), which starts from the topological descrip-
tion and the numerical data to make a drawing of the
structure that has been input: The user can then check
from the drawing whether the topological description

77 VA VAPA VAV
222020217
200027
AN 0217
A7
A7
ZI7121212171217)
V7 VY VY Vd Y

Fig. 9. Drawing of the network of fig. 6, made with the processor
VERIFY to check the input data. All the elements are shown
here, so that the user can check whether all the elements that
should have been defined are in fact present in the topological
description.

and the nodal coordinates are correct. Fig. 9 shows
such a plot of the input for the problem of fig. 3 as an
example. The user can choose the viewing point for the
structure in VERIFY, and also the scale of the drawing.

A simple extension to the VERIFY processor allows
a drawing to be made of the deformed structure by
superposing the calculated displacements at the coor-
dinates of the nodes. A readily comprehensible presen-
tation of the other results, the stresses and strains at the
various nodes, is a rather intractable problem, partic-
ularly for three-dimensional structures. For two-dimen-
sional structures a processor has been developed that
draws lines of equal stress, and for picture tubes a pro-
cessor has been produced that represents the calculated
results (displacements, stresses, strains) along the line
of interaction of an arbitrary plane with the inner or
outer surface of the envelope. ,

The ASKA I program can be used to calculate struc-
tures with very large numbers of unknowns (10 000
or more). Equally large numbers of equations arise in
the process, so that a great deal of computer time is
required. A considerable reduction in this computer
time can be obtained if the subroutines that perform
the various matrix manipulations are rewritten in the
symbolic language of the computer instead of in
FORTRAN. These operations can then be performed
twice as fast as in the original version.
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Even when the calculation has been speeded up in
this way the computation of a large structure requires
several hours of computer time. Since the chance of a
computer failure in such a length of time is by no means

Fig. 10. The diagonal cross-section and the two symmetry cross-
sections of the envelope of the 26-inch 110° colour-television
picture tube. The envelope thickness is 12 mm at the centre of
the screen.

inconsiderable, it is important to be able to preserve the
intermediate results of the calculation. Then if thereisa
machine failure it is not necessary to start the whole
calculation all over again, but merely at the intermediate
point. This is called a ‘checkpoint/restart’ facility. Such
a facility has been simultaneously introduced at both
Philips Research Laboratories and ISD, but in rather
different ways; in calculating picture-tube envelopes a
combination of the two methods is used. Although
retrieving the intermediate results in such a situation is
expensive in computer time and transport costs, this
safety measure is a prudent one for the longer calcula-
tions.

A recent development permits the user to introduce
linear dependences between degrees of freedom. This
can be important for structures idealized with different
kinds of elements, hinged structures or structures con-
taining rigid subassemblies. The theoretical basis of this
development was established at Delft University of
Technology (101; it has been.included in the ASKA
system at Philips, with about 80 % of the program made
up from existing ASKA modules.
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Calculation of a picture-tube envelope

The calculation of the 26-inch 110° colour-television
envelope will now be discussed as a representative
example. Calculation of the mechanical behaviour of
television envelopes has the advantage that it is then
possible to determine at the design stage whether the
envelope will bear the stresses due to the evacuation.
The alternative of making strain-gauge measurements
on a prototype is time-consuming and expensive. The
calculations therefore reduce the design time and design
costs for a new type of envelope. They also provide
more information about permissible temperature varia-
tions and hence indicate the way to design an envelope
with the optimum glass thickness for manufacture.

An incidental effect is the possibility of making cal-
culations for the press tools as well. \

The statement of the problem

The two symmetry cross-sections and the diagonal
cross-section of the 26-inch 110° envelope are shown
in fig. 10. The envelope consists of a glass screen and
a glass cone; the two are bonded together by devitrify-
ing enamel. The bond is not taken into account in the
calculation.

We shall only consider the loading case in which the
envelope is subjected to an external overpressure of
1 atm. Because of symmetry in load and geometry it is
only necessary to calculate a quarter of the envelope.

The Young’s modulus of the glass is taken as
0.67 % 1011 N/m? and Poisson’s ratio as 0.27.

The idealization of the structure

Since the envelope is fairly thick, and since a three-
dimensional stress pattern is to be expected in the tran-
sition from the front of the screen to the raised edge
— a region where high strains will occur — a three-
dimensional type of element was selected. Elements
that appeared suitable were the TET-10, a tetrahedron
with 10 nodes and a quadratic displacement field, or an
element from the HEXE family — particularly the
HEXEC-27 (see fig. 11). Although trial calculations
showed that the HEXEC-27 required more computer
time, and gave results that were only slightly more
accurate than those from the TET-10, the element dis-
tribution with the HEXEC-27 was so much more con-
venient that this element was adopted.

The element distribution that was used for the cal-
culation (see fig. 12) consists of a single layer of 304
elements; it was assumed that the variation in stress

9 The exact values were taken from the article of note {7].

[10] H. A.C. M. Spaas, J. G. M. van de Reek and D. K. Wielenga,
Linear constraints in the ASKA programming system,
PROGEL report PRGL-SYST-R 75-2, Laboratorium voor
Energievoorziening en Kernreactoren van de Technische
Hogeschool, Delft.
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over the thickness of the glass could be represented
sufficiently accurately in this way. Substructuring was
applied; the red lines in fig. 12 and the boundary be-
tween screen and cone divide the structure into six
substructures. Since the feature of most interest is the
stress variation at the transition between the front of
the screen and the raised edge the network was made
rather finer here, whereas a relatively coarse network
was satisfactory for the cone. The narrow neck at the
end of the cone was not included in the calculation.
The tube was assumed to be sealed off there; the effect
of this approximation will be local. The lowest point
of the cone is supported in the z-direction (this is the
direction of the axis of the tube). Table II gives the
values of some of the characteristic quantities from the
six substructures and the main net.

Table II. Characteristic quantities for the six substructures of the
idealized envelope and for the main net connecting these sub-
structures. The suppressed displacements (with prescribed value
zero) are at the symmetry cross-sections and at the sealed-off
neck of the envelope, the external displacements couple the sub-
structures together and the local displacements are the remaining
unknown displacements. The number given at the far right of
the table for each substructure is a measure of the ‘bandwidth’ B
of the stiffness matrix.

Sub- | No. of No. of displacements
No. of
struc- ele- H(B+1)
ture ments nodes local |externai| SUP”
pressed
] 48 663 1644 255 90 290
2 68 921 2229 489 45 319
3 54 741 1761 417 45 319
4 30 441 885 417 21 145
5 24 357 705 345 21 145
6 80 1071 2771 327 115 348
Total 304 — 9995 — — ——
Main net| — 375 1107 -— — —
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Fig. 11. The HEXEC-27 element, which is used in the idealization
of the envelope of a picture tube. The element has 27 nodes;
the sides are all parabolic. There are three degrees of freedom
at each node: uz, uy and wu;; the displacement function is given
by a polynomial of the fourth degree.

Fig. 12. Idcalization for the cal-
culation of the mechanical be-
haviour of a picture-tube enve-
lope. Because of the symmetry
in shape and loading it is only
necessary to calculate a quarter
of the envelope. This part is
idealized by a single layer of
elements of the type in fig. 1.
It is divided into six substruc-
tures; the red lines and the
boundary between screen and
cone scparate the substructures.

The preparation of the numerical data

The coordinates of the corners of the elements were
obtained by measuring the envelope in fig. 10 on a
coordinate table (the intermediate points were deter-
mined by interpolation). This is only possible tor the
calculation of an existing tube, of course; if it is desired
to calculate a tube at the design stage then the coor-
dinates will have to be derived from an engineering
drawing. If 2 mesh generator for this problem is avail-
able, this will give the nodal coordinates as well as the
element distribution.

The nodal-point loads were calculated by special
ASKA processors from the values of the external load,
which were given for each element.

A check was of course also made in this case on the
correctness of the input data: drawings of the element
distribution were made with the processor ‘'VERIFY’.
These plots for all six substructures have been combined
in a single diagram in fig. 13.
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Fig. 13. Drawing of the network
of fig. 12, made with the pro-
cessor VERIFY. The drawing
was produced by combining the
plots of the six scparate sub-
structures with a small spacing
between them.
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Performance

The calculation of this structure with some 11 000
unknowns required about seven hours of computer
time when it was first performed on the IBM 360/75
computer. The costs were correspondingly high. These
costs have now been reduced by about a half by using
the procedures for reducing the computer time and for
minimizing the memory capacity required.

Fig. 14 shows the calculated deformation of the
largest symmetry cross-section of the envelope. From
experience it has been found that in assessing the
strength of a glass structure the most informative
quantity is the strain produced, particularly its positive
maximum. Glass is much less sensitive to pressure.

The calculated strains at the glass surface in the
smallest symmetry cross-section of the envelope are
shown in figs. 15 and /6; comparison of the measured
and calculated values indicates good agreement. The
greatest deviation is at the point R (the transition from
the front of the screen to the raised edge) and at the
end of the cone. We should remember here that in the
idealization the rounded transition to the raised edge
is replaced by a sharp edge, while the measurements at
this location are also less accurate. The deviations at
the end of the cone can be explained by the coarser
element distribution for the cone and the ‘sealed-off’
idealization, which does not correspond with reality.
Good agreement is obtained however in the practically
important region on either side of the point Rin figs. 15
and 16, where there is considerable bending. There are

Fig. 14. Deformation of the largest symmetry cross-section of the
envelope under the overpressure of 1 atm due to the evacuation.
The scale on which the displacements are plotted is larger than
the scale on which the geometry of the tube is shown; the largest
deflection at the centre of the screen is about 0.2 mm.
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Fig. 15. The strain ¢ in the glass
along the inside of the envelope
at the smallest symmetry cross-
section. The strain has been
plotted against the position L
on the developed line of inter-
section of this cross-section and
the inside surface; the point M

corresponds to the centre of the
screen, the point R to the transi-
A tion between the front of the
screen and the raised edge and
the point K to the transition
o between the screen and the cone.
The solid lines connect the cal-
culated values, transformed to
local coordinate systems defined
by the normal »n to the glass
! surface and the tangents to the
surface in the plane of the cross-
o section (radial r) and perpen-
dicular to it (tangential ¢). Meas-
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ured values are also given for
er (triangles) and & (squares).
The agreement between the
measured and calculated values
is very good.

Fig. 16. As fig. 15, but now for
the strains at the outer surface,
plotted on the developed line of
intersection between the smal-

M R K

_.__>L

two positive peaks in &, here on the outside of the tube,
which are approximated very closely in the calculation.

We can conclude that ASKA has been found to be
an indispensable design tool in achieving the aims
stated at the beginning of this section. The ASKA pro-
grams have greatly assisted in reducing the time and
expense recjuired in the design of a television picture
tube.

Other systems

In addition to ASKA there are a large number of
comparable systems available or accessible for use. Each
of these systems has its strong and weak points; we
shall mention here ICES-STRUDL, also available at
Philips, and NASTRAN, SESAM, ASAS, BERSAFE
and MARC (111, The MARC system is very suitable
for solving nonlinear problems, and will also shortly

lest symmetry cross-section and
the outer surface.

be available at Philips. All of these systems can be
applied to large groups of very diverse problems. They
all have one feature in common with ASKA : specialist
knowledge and experience is necessary in use for ad-
vanced applications. Again, it will in practice often be
necessary to adapt the system to the user’s particular
requirements, which means that close cooperation with
software specialists is essential.

Finally, we should like to emphasise that the finite-
element method is a numerical method of solution.
This means that an understanding of the behaviour of
a structure as a function of various parameters can only
be obtained after repeated calculations, which may not
be permissible in practice. Analytical methods, giving

(111 A survey of the various systems is given in:
K. E. Buck, D. W. Scharpf, E. Stein and W. Wunderlich
(ed.), Finite Elemente in der Statik, Ernst, Berlin 1973.

(121 See K. Washizu, Variational methods in elasticity and
plasticity, Pergamon Press, Oxford 1968.
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more closed solutions in which the effect of the param-
" eters is immediately visible, are still preferable. Unfor-
tunately, the kinds of problem that can be solved by
such methods are becoming relatively fewer. The finite-
element method, on the other hand, has considerably
increased the range of kinds of problem that are
amenable to calculation.

Appendix: The equations of the theory of linear elasticity

In the theory of linear elasticity the following relations (they
are given here in tensor notation) are applicable.
here in tensor notation) are applicable.

The relation between the strains &4 and the displacements u; is:

ey =% (1,5 + w3,0), (A1)

where the subscripts 7 and j take the successive values 1, 2 and 3,
indicating the coordinates x, y and z, while a subscript following
a comma indicates a differentiation with respect to the appro-
priate coordinate.

For i =j =1 eq. (Al) gives:

Ouz _ Ouz
ox  ox’

Quz
Exp = Pufiiag
2o = (55
so that the strain in the x-direction is the derivative with respect
to x of the displacement in the x-direction. If i = 1, j = 2, then
we have:
Quz . Ouy
Ezy =% — + —),
ay =% oy bx)
where 2¢ezy is the shear in the x,y-plane (the angular change of
a right angle between the x- and the y-direction). The quantities
Eyy, €22, Eyz and &zz follow from (A1) in the same way.
The equilibrium equations for the stresses gy are expressed as

(A2)

In addition to the convention for differentiation as mentioned
above, the summation convention is also applied: if an index
appears twice in a term then a summation must be made over
this index. For i = 1 eq. (A2) then gives:

05,5 = 0.

bo'zz bO’zy +

002z _
(3 oy 0z

=0.

This equatior can be derived from the equilibrium of the normal
and shear forces acting on a volume element dxdydz in the x-
direction. Corresponding equations for the y- and z-directions
can be derived from (A2) for i = 2 and 3. From the equilibrium
of moments it also follows that ¢y = o.

Hooke’s law, which gives the relation between the stresses oy
and the strains &, can be expressed as

oy = Eymicni, (A3)

where Eir contains the elasticity constants of the material. For
a three-dimensional isotropic body this gives six equations that
can be expressed in matrix notation as:

Ozz [1— » » 0 0 O Ezz
Oyy v 1—=v » 0 0 0 Eyy
Ozz v »1-v 0 0 0 Ezz
Ozy =m 0 0 0 1_2”r 0o 0 2ay
Oyz 06 0 0 1"22” 0 2ey:
ez 0 00 o o 1222

L - - 2 =

Here E is Young’s modulus and » is Poisson’s ratio.
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Substituting (A1) in (A3) gives

oy = Eymr . 3(ur,y + w,p),
so that (A2) becomes
Eyxr . ¥(ur,y + w,rg) = 0. A4

This equation represents a set of three partial differential equa-
tions, for i = 1, 2 and 3. The terms are summed over the sub-
scripts j, ¥ and [; the terms ux,; and wr; represent second
derivatives.

These differential equations (A4) can be used to describe any
problem in linear elasticity theory; in obtaining solutions it is
of course always necessary to take into account the boundary
conditions for the particular problem. If a numerical solution of
the equations is desired, difference methods must be used; how-
ever, setting up the difference equations and finding their solution
is so difficult for a three-dimensional body that there is a strong
incentive to find other methods. One such possibility gives us the
variational calculus; it can be shown from this that solving the
elasticity equations is mathematically equivalent to finding a dis-
placement field wi(x,y,z) that satisfies the kinematic boundary
conditions and gives a minimum for a particular ‘functional’
(a quantity whose value is defined by the function #; and its
derivatives). For a body of volume ¥ and with an area Sp of
its surface subjected to a load p;, this functional is

D = [YEym ey e dV— [ prug dS.
v Sp
We shall give no proof of this here [12),

(A3)

Summary. The finite-element method (FEM) is a numerical ap-
proximation method for carrying out stress calculations on struc-
tures thatare too complicated for the classical analytical methods.
The structure is divided into elements (e.g. bars, triangles, tetra-
hedra), and a number of points in these elements are selected as
nodes. To calculate the stiffness of an individual element the dis-
placements of the points of the element are expressed in terms
of the displacements of the nodes with the aid of interpolation
functions. The stiffness of the structure divided into elements is
next calculated ; the displacements of the nodes can then be deter-
mined as a function of the external load. From these it is possible
to calculate the displacements, stresses and strains in each separate
element, as well as the reaction forces at the places where the
structure is supported. .

In the article the theory of the finite-element method is derived
from the general equations of elasticity theory; the ASKA com-
puter system that Philips have purchased for carrying out cal-
culations by this method is also described. The ASKA 1 program
for linear elastic problems, which is applied here, consists of
250 000 instructions, distributed over 2500 subroutines; it occu-
pies 2.3 Mbytes (eight-bit bytes) of memory capacity and requires
a main memory of 310 kbytes. The element library contains
48 elements for various kinds of structures. A description is given
of the solution procedure: the input of the topological and
numerical data from the idealized structure, the application of
substructures, the actual calculation and the assessment of the
results. Some modifications have been introduced into the ASKA.
program, in particular for checking the input data, displaying the
results and speeding up the calculation. The calculation of the
envelope of the existing 26-inch 110° colour-television tube is
given as an example. Because of symmetry in shape and loading
only a quarter of this tube has to be calculated. This part is
idealized by a single layer of elements of the type HEXEC-27,
divided into six substructures. The results of the calculations,
which took seven hours on the IBM 360/75, are in fairly good
agreement with the results of strain-gauge measurements on the
tube. Making these calculations while a new television tube is
still in the design stage allows the design procedure to be speeded
up considerably. :
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of connecting-lead patterns for integrated circuits

An equipment for automatic optical inspection

\ F.L. A. M. Thissen

When every product from quantity production is separately examined by an inspector
to see whether it meets the specifications, some ‘bad’ ones will almost inevitably slip
through. It is therefore desirable to automate such ‘visual inspection’ as far as possible.
This applies even more to the growing number of products that are virtually impossible
to inspect visually in practice, for example because they are very small or the production
runs are very large. Automated inspection is then an essential. We shall call this process
‘automatic optical inspection’, since the information travels by an optical path from
the product to the inspection system. Work on this inspection system has been in progress
at the Centre for Technology (CFT), where members of some of the Philips product
divisions and the Research Laboratories cooperate on technology projects. An initial
result of this work is a machine that makes an automatic optical inspection of the con-
necting-lead patterns on the flexible plastic ‘tape’ for mounting integrated circuits
(called IC spiders). An important contribution to this project was made by G. P. J.
Janssen of the Electrical Mechanization Department of the Video Division, which
developed the electronic units for the system. A vital component of this system is the
‘data formatter’, which will also be used in other inspection systems. The mechanical
units of the system were designed by the Mechanical Mechanization Department of the

Video Division.

Introduction

The final inspection of many quantity-produced
products is carried out by an inspector, who judges
visually whether the product meets the specifications.
For some products occasional sample checks will be
sufficient; for others it may be necessary to subject
every completed item to this visual inspection. A
familiar example in the electronics industry of a product
that has to be individually inspected is the printed-
circuit board. Although it is no exception to have
production runs of hundreds of thousands of such
boards, every single one still has to be inspected
visually. This means that many people are required to
do this work, and since it is tedious and uninspiring
it is inevitable that human errors will occur and that
products with defects will be passed as satisfactory.
Automation of this inspection is highly desirable, and
it also seems perfectly feasible since the criteria are all

Ing. F. L. A. M. Thissen is with Philips Research Laboratories,
Eindhoven.

clearly defined (the conducting tracks must all be
present, there must be no short-circuits or near-short-
circuits, etc.). As in visual inspection, the information
from automated inspection will also pass along an
optical path from the product to the inspection system.
To indicate this we shall use the term ‘automatic optical
inspection’.

As a first move towards automatic optical inspection
a machine has been developed for inspecting the ‘pat-
tern” of connecting leads on the flexible plastic ‘tape’
used for mounting integrated circuits [1). These con-
necting leads are applied to a plastic tape by an
electroplating process; see fig. 1. Each pattern of leads
measures about 20X 8.2 mm; the narrow tracks in
the centre, on which the IC is mounted (the ‘bonding
zone’), are only 0.1 mm wide. The pattern has to

(11 A. van der Drift, W. G. Gelling and A. Rademakers, Inte-
grated circuits with leads on flexible tape, Philips tech. Rev.
34, 85-95, 1974.
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meet very close tolerances. In the bonding zone only
very slight dimensional deviations are permitted,
because of the play encountered during the positioning
of the IC on the pattern. The same requirements have
to be met by the solder lands, i.e. the broad contacts
at the end of the tracks with which the connecting leads
are mounted on a board. The only requirements for the
rest of the pattern are that there should be no restriction
to the current flow and that there should be no short-
circuits or leakage paths.

The situation for the inspection of the connecting
leads differs from that for printed-circuit boards: the
fabrication of the connecting leads is not yet combined
with visual inspection; before the inspection system
was put into use only a few pilot runs were made.

e\
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where possible defects could cause trouble (for example
the type number, which is also included in the pattern,
is not inspected). Another advantage is that the various
test specifications can easily be met in the various areas
of the pattern.

The centre-line method is a ‘global’ method, that is
to say one in which the whole pattern (or most of it)
has to be accessible for inspection. This is no problem
with connecting-lead patterns, but with large printed-
circuit boards it can present difficulties. In addition to
these and other global methods there are also methods
for purely localized inspection, e.g. for determining
local deviations in the regularity of the pattern, or for
finding tracks that are too close together, etc.[2l. These
other methods will not be considered here.

\apa
ES

Fig. 1. Part of a tape with connecting-lead patterns for mounting integrated circuits. The
copper tracks are applied by an electroplating process to a tape of transparent plastic with a
width of 8.2 mm. An integrated circuit is soldered to the narrow tracks in the central région
of cach pattern; this is called the bonding zone; with the broad leads trom the tracks the
whole pattern, after having been cut from the tape, is mounted on a printed-circuil board.
The system has found a fault in the centre pattern (a hole in a track bottom right). The pattern
is then marked by punching a hole in the broad track on the right of it.

Owing to the small dimensions of the connecting-lead
pattern, which makes it essential to use a microscope,
and because of the diversity of the test specifications in
the various zones, visual inspection of the millions of
patterns produced in a year would be quite impossible.
In other words there is no question of automating
human labour, for without automatic inspection it just
would not be possible to produce the required numbers
of patterns. This trend will become increasingly appar-
ent with other products in the future.

For the automatic optical inspection of connecting-
lead patterns we use one of the methods developed for
the inspection of printed-circuit boards, the centre-line
method. This method consists in verifying the width of
each conducting track and of each strip of insulation
between two tracks. Each pattern to be inspected is
compared with a model in which the centre-lines of
these tracks and insulation strips have been established,
as well as the minimum value for the width. A great
advantage of the centre-line method compared with
other methods, in which the whole pattern is scanned
point by point, is that only the areas are inspected

A general picture of the system

The inspection system consists essentially of two
television cameras that take pictures of the patterns,
a transport system that moves the tape with the pat-
terns past the cameras, and a minicomputer that com-
pares the pictures from the cameras with the centre-line
model stored in its memory ( fig. 2). Each pattern is
viewed in four parts: one camera takes three fields that
together cover the whole pattern, and the other camera,
with greater magnification, views a field that only
includes the bonding zone ( fig. 3). The tape is illumi-
nated by transmitted light — the material is trans-
parent — to obtain a good contrast between the tracks
and the insulation (the plastic) between them.

At the same time as a picture is scanned by the
camera the video information is digitized and stored in
the computer memory. The picture consists of 400 lines.
To obtain the same resolution horizontally and ver-
tically, the lines are divided into 450 picture points in
the digitizing process with the information ‘black’ or
‘white’, ‘1’ or ‘0’, corresponding to ‘track’ or ‘no
track’. For each field a total of 400 x 450 bits of infor-
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mation are thus stored. Immediately after one of the
fields of a pattern has been recorded in this way, its
image information is compared with the centre-line
model of this field, which is stored in the computer.
Simultaneously the stepping motor is actuated to trans-
port the next field in front of the camera, or a switch is
made to the other camera (or both).

The installation, shown in fig. 2, operates semi-
automatically or entirely automatically, as required.
In semi-automatic operation the inspection process is
interrupted as soon as the computer finds a fault and a
teletypewriter types out coded data relating to the fault,
including the dimensions. In addition the location of
the fault is displayed on a television monitor, which
always shows a picture of the field being inspected. The
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The centre-line method

In the centre-line method the model with which the
inspected pattern is compared — four models for the
connecting-lead patterns, one for each picture field —
consists of the centre-line of all the tracks and insula-
tion strips of the pattern; see fig. 3. Each of these centre-
lines is assigned a test criterion that indicates the
minimum required width of the track, and which also
shows whether the centre-line belongs to a track or an
insulation strip. When the width of a track in the pat-
tern varies along a centre-line, different test criteria are
given for the various parts of the centre-line.

The centre-lines can be established in a model in two
ways. Lines that run horizontally or vertically or at an
angle of 457 (by horizontal we mean here the longitu-

?

Fig. 2. System for the automatic inspection of connecting-lead patterns on tape. In the part
on the right the plastic tape is transported past a light source so that the patterns can be
viewed one at a time by two television cameras (for two different magnifications). One of the
pictures taken is displayed on the monitor. The central unit is a Philips P 855 minicomputer,
which compares the pictures with a model of the pattern stored in its memory.

location of the fault is indicated on the display by a
cross ( fig. 4) or ‘cursor’. The data will allow the user
to decide whether or not he should reject the pattern,
and he types in his decision. In entirely automatic
operation the computer itself makes the decision from
the reject criteria stored in its memory. When a pattern
is rejected, a hole is punched into a particular place on
the pattern (see fig. 1) and the inspection continues with
the first field of the next pattern.

Before discussing the operation of the system in more
detail, we shall first give a description of the centre-line
method.

dinal dimension of the pattern) are represented by the
coordinates of the origin or starting point, the direction
in which the line runs (designated by a figure between
| and &) and the length of the line (expressed in the
number of image points). Lines at an arbitrary angle
are indicated by the coordinates of the starting and end
points. The required track widths are always indicated
for a horizontal or vertical intersection with the track.

(21 M. Ejiri, T. Uno, M. Mese and S. lkeda, A process for
detecting defects in complicated patterns, Computer Graphics
and Image Processing 2, 326-339, 1973,
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The centre-line models, four for each type of pattern
to be inspected, are drawn up once, punched in a tape
and stored in the computer memory. A special com-
puter program has been developed for drawing up the
model in a direct dialogue with the computer by means

Philips tech. Rev. 37, No. 4

of an interactive display 131, We shall not deal with this
here.

The inspection of a track proceeds as follows. For
each centre-line point a check is made to determine
whether there are a sufficient number of ‘track’ points

Fig. 3. Division of a pattern into four image fields. Fields /, 2 and 4 are recorded by the
same camera and together cover the whole pattern; field 3, recorded by a second camera
with a greater magnification, covers only the bonding zone, which has to meet the tighter
specifications for the accuracy. In fields /, 2 and 4 the centre-lines of the tracks in the centre-
line model are indicated. The fields are recorded and inspected in the sequence /, 2, 3, 4

Fig. 4. Television-monitor display of field 2 of a pattern in which
a fault has been found. This fault, a hole in a track, is marked
by the computer with a cross (a ‘cursor’). In semi-automatic
operation ol the system the user decides from the position of the
error and its dimensional data, which are printed out by a tele-
typewriter, whether or not to reject the pattern. In automatic
inspection this fault will certainly lead to rejection. The pattern
with this fault is also shown in fig. 1.
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Fig. 5. Stored image of a vertical track with a width of scven
points. The ‘track’ points are indicated by a cross, the insulation
spacing by dots; the position of the centre-line from the model
is indicated by a chain-dotted line. Since peripheral points may
be missing as a result of quantization noise, a track width of only
five points is required in the test criterion in this case. No fault is
then found in the track in this example.

symmetrically arranged around each point in the stored
video information. This check is made at a horizontal
or vertical intersection with the track, depending on
how the track width in the model is defined. It is of
course necessary to know which points of the stored
image correspond to the centre-line points of the
model: image and centre-line model must be correctly
positioned in relation to each other. We shall touch on
this aspect later.

Let us now look at the actual situation for a track
with a width of seven points ( fig. 5). Owing to quan-
tization noise during the recording and digitizing of the
image, we cannot be certain whether the peripheral
points of the track are present. When drawing up the
centre-line model a width specification of five points is
therefore laid down in the test criterion for this track.
If we now examine the five points arranged symmetri-
cally around the centre-line at the intersection, we may
find any of the following situations.

1) The five points are all present.

2) All five points are there except for a peripheral point.
3) One or more points in the track are missing (and
possibly a peripheral point as well).

In the first case the intersection is correct, as it is for
all of the part of the track displayed. In the second case
we find only four of the five points. This intersection
would therefore really be faulty, but the fact that a
peripheral point is missing indicates that the model may
be positioned wrongly in relation to the picture, since
it may happen that the centre-line does not coincide
exactly with the centre of the track. This situation is
shown in fig. 6. Here the first three intersections satisfy
the criterion, but in the fourth a peripheral point is
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missing. However, if the centre-line is moved one image
point to the left, then this intersection also satisfies the
criterion, without faults arising in the other intersec-
tions. The intersection is then passed as correct. In the
actual inspection of connecting-lead patterns (where

c e X X X X % x x
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Fig. 6. Stored image of a vertical track in which a fault is found
on inspection with a track width of five points. This fault,
however, arises because the centre-line does not coincide with
the centre of the track. Such positioning errors can be remedied
by repeating the inspection of the intersection with a displaced
centre-line when a peripheral point is found to be missing. When
the centre-line in the example shown here is moved one point to
the left the track satisfies the criterion.

the narrowest track always has a width of 10 to 15
points) the centre-line is moved through two points
when peripheral points are missing.

In the third case, where one or more points are
missing in an intersection, a fault has been discovered.
Not all faults, of course, necessarily lead to the rejection
of the pattern; for example a small hole in a wide track
is indeed discovered as a fault, but it will have no
practical consequences. To avoid an unnecessarily high
reject percentage, therefore, the seriousness of a fault
must first be judged before the decision ‘pass’ or ‘reject’
is taken.

.

Fault appraisal

When a fault is discovered, a subroutine that deter-
mines the dimensions of the fault is initiated. This is
done by making a fault projection; see fig. 7. Starting
with the first intersection in which the fault occurs, the
intersections are scanned and a record is made in a
projection buffer PB of the points that are missing.
Part of the main memory is reserved for this buffer.
In addition to the track points, some surrounding
points are also examined in each intersection. This sub-
routine stops as soon as a completely correct inter-
section is found; the buffer then contains a projection
of the fault.

The following data can be read from the projection.
If the fault is an isolated one, e.g. a hole in a track as
in fig. 7, the maximum width of the hole and also the
widths of the two free conducting paths beside the hole
can be determined from the projection. If the fault is a
constriction, as in fig. 8, the remaining free conducting
path can be determined from the projection. The length

AUTOMATIC INSPECTION OF IC CONNECTING-LEAD PATTERNS 81

of the fault always appears from the number of suc-
cessive intersections in which part of the fault is visible.
The same procedure is of course used when the fault
is an island of copper in an insulation strip or a pro-
trusion from a track.
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Fig. 7. Making a fault projection. When a fault is discovered in a
track, the missing points are recorded in.a projection buffer PB
for all successive intersections in which the fault is visible. Two
points on either side of the track are also examined. If the fault
is a hole in a horizontal or vertical track, a projection of this
hole is produced in PB on a perpendicular intersection of the
track (a). From the contents of PB it is now possible to read the
maximum widths of the free conducting parts next to the, hole
(here one and two points). If the track is not horizontal or ver-
tical, but runs in an arbitrary direction, a similar resultis achieved
by giving the centre-line point for all intersections in the buffer
the same position, in other words the fault is projected parallel
to the centre-line on to a horizontal or vertical line (b).

X
. ¢ X X X
——..—.*.*.*.*-*-*.*.*
X X X X X X X X
X X X X X X X X
X X X X X.X X X

Fig. 8. Fault projection for a constriction in a track. From the
contents of the projection buffer PB the remaining free path can
now be read (here three points).

XXX"PB

(31 A similar application of an interactive display is described in:
P. Blume, Computer-aided design, Philips tech. Rev. 36,
162-175, 1976 (No. 6).
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The necessity of a procedure including fault projec-
tion appears from the example in fig. 9. Here a thin
scratch in a track has broken the electrical connection.
Nevertheless there is only a small fault present at each
intersection — in all cases no more than one point is
missing — which in itself is not a reason for rejecting
the pattern. It can only be seen from the projection that
the connection is broken and that the pattern must
therefore be rejected.

Whether a fault of certain dimensions should result
in a reject depends to a great extent on its position in
the connecting-lead pattern. Different rejection criteria
apply to the bonding zone, the zone with the tracks and
the zone with the solder lands. In the model each centre-
line section in addition to the width criterion is given
information indicating to which of these zones it be-
longs. From this information and the rejection criteria
for the three zones, which are stored in the computer,
a decision subroutine can determine whether or not the
discovery of a fault must be followed by rejection. -~

Technical design

The camera arrangement

The camera used for inspecting the connection pat-
terns is an XG 7302 type, developed by the Philips
Electro-acoustics Division for use in X-ray systems.
The camera has very high stability for the horizontal
and vertical deflection. The line generator has been
maodified to produce a rectangular picture instead of the
original circular one. The 875 picture lines originally
used (in two interlaced fields) have been increased to
876, and a field of 438 lines is scanned every 20 milli-
seconds without interlacing (4. A number of these
lines must be suppressed (for the field flyback, for
example); about 400 lines remain in each field.

Inspection of the bonding zone of a pattern requires
a resolution of 10 pwm; the optical system of the camera
that takes the picture of the-bonding zone is therefore
arranged in such a way that the distance between two
picture points corresponds to 10 pm in the pattern.
With a field of 400 lines with 450 picture points this
means that the camera must cover an image field of
4x4.5mm, large enough for the bonding zone (see
fig. 3). For the rest of the pattern a resolution of 20 um
is adequate. The second camera is therefore set for an
image field of 8 X9 mm, so that the complete pattern
can be recorded in three steps.

The arrangement of the camera in relation to the
tape is illustrated schematically in fig. 0. Thetape runs
through a guide groove G over a small glass block
through which it is diffusely illuminated. By means of
the semi-transparent mirror S, the mirror Se and the
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Fig. 9. Illustrating the necessity for a fault projection. For the
fault shown here, which runs right across a track, only one mis-
sing point is found in each intersection; this alone would not
result in a reject. The projection, however, shows that the con-
nection is completely broken.
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Fig. 10. Diagram of the optical part of the system. The tape runs
through a guide G over a glass block through which it is illumi-
nated by the light source L via a diffuser D (a ground-glass
plate). The semi-transparent mirror S1, the lens system Fi, the
mirror Sz and the system F» form the images in the two cameras
C1 and Cs. The lens systems and the object and image distances
are chosen in such a way that C; operates with a resolution of
10 pm and Cz with 20 pm.

lens systems F; and Fs, images of the pattern
are formed in cameras Ci; and C.. With a suitable
choice of lenses and of object and image distarces,
camera Ci has a resolution of 10 um and camera Cp
of 20 pm.
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The tape is transported by means of a stepping motor
that drives a spindle against which the tape is pressed by
a rubber roller. In the detail photograph in fig. // the
roller can be seen to the right of the position where the
tape is illuminated. The transport commands are given
by the computer. The tape is wound on take-up and
feed reels driven by servomotors. This ensures that the
tape always hangs in a loop at both ends.
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puter. The video signal is converted here into a binary
signal with the discrete values 0 V or 5 V, representing
‘no track’ or ‘track’. The video mixer VM, which also
receives the synchronizing pulses from SG, makes the
video signal visible on the television monitor Mon.

In the circuit following Ds, the ‘data formatter’ Df,
the signal is digitized and then fed to the computer.
The data formatter consists of two shift registers, each

Fig. 11. Camera arrangement and tape-transport mechanism. The two cameras are situated
behind the vertical front plate. The glass block through which the tape is diffusely illuminated
can be seen at the centre of the plate; the black box above it contains the two mirrors that
project the light on to the cameras (see fig. 10). The tape with the patterns is transported
from the left-hand reel along the horizontal guide groove to the take-up reel on the right.
The drive is supplied by a stepping motor that drives a spindle against which the tape is
pressed by a rubber roller (right of centre on the front plate). Each reel is driven by a servo-
motor controlled in such a way that the tape hangs down in aloop loaded by a counterweight.
In this way the tape is kept in equilibrium in the middle of the system by the weights on the
left and right. Tape transport is therefore not affected by the feed and take-up of the tape,

but is controlled solely by the stepping motor.

Interface with the computer

Fig. 12 shows a block diagram of the complete
inspection system. The control circuits of the cameras
C; and Cy are contained in the control units CU; and
CUs; the synchronization pulses for the two cameras
are supplied by a single generator SG. The video signals
are fed to the multiplexer M, an electronic switching
device that passes on one of the two signals to the level
discriminator Ds when a command is given by the com-

of which can contain the image information from one
line. These registers are filled alternately; while the in-
formation from a line is being read into the input for one
of the registers, the information is being read out of
the other register by the computer. The shift frequency
during the filling of the registersissuch thatthevideosig-
nal presented to the inputs is divided into the required

41 The modifications of the camera system were made by B. J.
van Donselaar of these Laboratories.
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450 discrete values per picture line during the input
process. Inputting thus takes place synchronously with
the scanning of the picture; the speed is determined by
the camera system and is slightly more than 12 X 108 bits
per second. The registers are read out discontinuously
in groups of 16 bits (the word length of the computer)
and at the higher speed of 19.2x 108 bits per second,
determined by the speed of the computer.

The computer is a Philips P 855 minicomputer,
whose main memory has a storage capacity of 32 x 1024
words of 16 bits and a store cycle time of 0.8 ps. By
means of a special input channel DM A (Direct Memory
Access) the video information from the data formatter
is transferred straight to the main memory. The infor-
mation from one picture occupies about 12 000 words,
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In the semi-automatic operation of the system the
user communicates with the computer by means of the
teletypewriter. This can also supply statistical data
about the faults discovered. Such data may reveal cer-
tain manufacturing errors that would otherwise be
difficult to trace, such as a slight undulation in the
series of patterns on the tape caused when the tape is
cut from the wide plastic strip on which the patterns are
made. The system also contains the tape reader TR and
a tape punch TP for entering the model data when
making the centre-line model. In the arrangement
shown in fig. 2 the left-hand part of the cabinet con-
tains the computer; the other circuits are contained in
the right-hand part on which the operating panel is
located.

MIOS

difii

VM

)

ocooa

OP

SC

- Mon

P

Fig. 12. Block diagram of the inspection system. C) and Cz cameras with control units CUy
and CUz and sync generator SG. M multipiexer. Ds level discriminator. VM video -mixer.
Mon television monitor. Df data formatter. DMA input system (Direct Memory Access).
MIOS modular input and output system. CG cursor generator. S stepping motor with servo
controller SC. P punch mechanism. TT teletypewriter. TP tape punch. TR punched-tape

reader. OP operating panel.

which are stored at consecutive addresses. The programs
and the model data are read in by a punched-tape
reader TR; the main memory is large enough to con-
tain this data in addition to the video information, so
that the inspection system requires no backing storage,
such as a magnetic-disc file. The modular input/output
system MIOS of the computer controls the multiplexer
M, the stepping motor S (via the servo-controller SC),
the punch P used for marking the rejected patterns, and
the cursor generator CG. The MIOS also includes an
operating panel OP for starting and stopping the sys-
tem, selecting automatic or semi-automatic inspection
and switching the cursor on or off.

The inspection cycle

We shall now deal with some aspects of the system
in more detail. The inspection cycle for the four fields
of a pattern is shown in fig. 13. The smallest unit along
the time axis of this diagram is the field-scan period of
the cameras (20 ms). The upper line (n) indicates when
an image is read into the computer. By using the data
formatter the image can be read in while the camera is
taking the picture, so that this input takes no longer
than one field-scan period. The following line (7r)
indicates when the stepping motor is actuated. The line
marked Insp shows the periods in which the four image
fields are inspected by the computer, and the fourth
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and fifth lines indicate which camera is switched on.

The inspection of a field begins as soon as the video
information it contains has been read in; at the same
time the tape transport can start to bring the next field
in front of the cameras. Inspection and transport will
thus coincide to some extent. If the inspection of a field
takes longer than the transport to the next one, the new
field isread in as soon as the inspection iscompleted (see
transition C, after the inspection of field 3 and the
transport of field 3 to field 4). If on the other hand the
inspection takes less time than the transport, the input
is started by a signal that indicates that the stepping
motor is ready (transitions 4 and D). This takes a little
longer. During the inspection of field 2 thereis no trans-
port, since field 3 is the bonding zone and is recorded
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Positioning

During the inspection the pattern must occupy the
same position in the image field as the centre-line
model: the centre-lines in pattern and model must
coincide. As we saw when discussing the centre-line
model, a slight deviation in the relative positioning can
be remedied by moving the centre-lines through a dis-
tance of one or two image points during the inspection,
but a deviation of three or more points makes the in-
spection impossible.

Because there are no mechanical references such as
guide perforations in the tape, the patterns cannot be
placed in the same position under the cameras for
inspection; transport by the stepping motor cannot
guarantee exact positioning of the patterns. It was
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Fig. 13. Timing diagram of the inspection cycle tor a pattern. The periods for image input /n,
tape transport Tr, inspection of the four fields /nsp, operation of camera C; and of camera Cs
are indicated from top to bottom. The field-scan period of the camera is plotted along the
time axis as the smallest unit. In the case shown, the complete cycle takes one second; the
cycle time depends to some extent on the complexity of the pattern.

with the tape in the same position as for field 2, but
with the other camera. After the input of field 2 a switch
is therefore made to camera /; field 3 is input when
the inspection of field 2 is complete (transition B).

It follows from the timing diagram that the duration
of a cycle is mainly determined by the speed of the
computer: inspection of the more complicated fields 2
and 3 requires about half the entire inspection time.
During the inspection of fields / and 4 the tape trans-
port is the longer process; in principle some improve-
ment could be achieved here with a faster stepping
motor. The system can inspect a tape with its patterns
at a speed of about one pattern per second.

therefore decided to use a method in which the pattern
itself serves as a reference. After the picture has been
taken the positioning of the pattern in the image field
is measured; if this differs from the positioning of the
model, the model is then moved until it takes up the
same position as the pattern [5), In practice this is done
by correcting all centre-line coordinates by the meas-
ured difference before the inspection begins.

The position of the pattern is determined by means
of two measuring windows, one for a horizontal track
edge and the other for a vertical one. When the model

51 The principle of this positioning method was proposed by
T. Ing. F. A. C. Brouckaert of these Laboratories.
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is being made these windows are located in such a way
that the edge of the track falls at the centre of each
window; see fig. /4. The coordinates xm and ym of
these track edges in the model are called the nominal
model positions. The coordinates of the track edges
inside the windows are also determined in the image
of the pattern after it has been transferred to the
memory for storage. Let these values be xon;j and yobj,
then image and model can be brought into position by
reducingall coordinates of the centre-lines by xm — Xon;
and ym — Yobj.

The measuring windows must on the one hand be
large enough to ensure that the track edge always falls
inside the window after the transport of each field, but
on the other hand not so large that another edge could
be visible in it. The size L, of the x-window must there-
fore be adapted to the accuracy of the tape transport by
the stepping motor (the x-direction is the direction in
which the tape travels). The tape is transported in steps
with a magnitude of five measuring points. If the value
Xm — Xobj after transport is greater than five points,
a correction step follows, so that the positioning meas-
urement is also used for adjusting the stepping motor.
The size of the y-window is dictated by the nonlinearity
of the tape travel in the guide and by the accuracy of
the positioning of the patterns on the tape. In practice
the system uses two windows each of 16 < 16 measuring
points.

| L_x
, 7
T [~ T X/-rl +’ »EI':
. D
LyI - ‘B—\ N
N\
Ym l
Eat

—_— X

Fig. 14. Measuring windows for determining the position of the
pattern. The location of the windows is such that when the model
is being made a vertical track edge appears in the centre of one
window and a horizontal track edge in the centre of the other.
The values xm and ym then establish the position of the model.
When a picture of a pattern has been taken and stored in the
memory, the position of the track edges in this picture is deter-
mined in these same windows; the difference between these
measured values and the values of xp, and vm then indicates how
far the model must be displaced to cause the centre-lines of the
model to coincide with the inspected pattern. The dimensions Ly
and Ly of the windows are such that after the tape transport the
edges to be measured fall inside the windows. The x-direction is
the longitudinal direction of the tape.
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The computer progrant

Fig. 15 shows a diagram of the part of the computer
program that carries out the actual inspection of the
image field. It begins with the input of the model data
for the first centre-line: the coordinates of the starting
point, the direction and the length of the centre-line,
and the test criterion (/). It is then known whether the
centre-line belongs to a track or to an insulation strip;
in the first case the ‘ones’ are inspected and in the other
the ‘zeros’. The next question in the program after (/),
whether all the centre-lines have been inspected, is
answered in this stage by ‘no’. After the input of the
data the starting point of the centre-line is corrected
from the result of the position measurement, so that
the centre-lines in the image and the model coincide (2).
The program then selects the appropriate inspection
subroutine; depending on the direction of the centre-
line, horizontal or vertical intersections are made and
inspected (3). These subroutines are virtually identical;
the scheme here shows only the inspection of vertical
intersections in full.

The inspection subroutine starts with the intersection
through the first centre-line point (4). If this intersection
satisfies the test criterion (5), the subroutine investigates
whether there is another centre-line point to follow (6),
moves to this point (7) and again makes an intersection.
In this way all the points of the centre-line are dealt
with in sequence. The cycle (4, 5, 6, 7) is thus very
frequently repeated, and it was therefore desirable to
make the cycle as fast as possible. This was achieved by
having as much data available as possible about the
track and the centre-line in the inspection subroutine
and in a number of fast-access registers. If no faults are
found in the track, the data for the next centre-line is
read in (/) and the procedure starts again from the
beginning. Once all the centre-lines have been inspected
in this way (8), another part of the program takes over
to see that the information of a new image field is
read in.

If it is found during the inspection of an intersection
that the test criterion is not satisfied, the inspection
cycle is abandoned and a projection is made of the
intersection that contains the fault (9). The program
then remains in the projection cycle (9, /0, /1, /2), in
which the intersection is made at each successive centre-
line point, inspected and projected until either the
centre-line has been worked through or an intersection
with no fault is found. (In this subroutine the inter-
section is made and inspected at the same time as the
projection.) The next step is to determine from the fault
projection the dimensions of the fault (/3); the program
then decides from the rejection criteria whether or not
to reject the pattern (/4). If a fault does not lead to
rejection, the program returns to the inspection cycle,
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which then works through the rest of the centre-line. If
the pattern is rejected, an instruction is stored in the
memory (15) to the effect that a hole must be punched
in the pattern when it arrives under the punch (this is
located above the transport guide near the position
where the picture was taken). Inspection of the field is
then promptly discontinued and the tape is transported
to the first field of the next pattern in front of the
cameras (I6): any subsequent fields of the rejected pat-
tern are then omitted.

Results

The inspection system was recently put into use in
the Philips Video Division. During the period in which
_ the system was tested in the laboratory about a million
connecting-lead patterns were inspected. During this
trial period the system was steadily improved by com-
paring, in sample checks, the results of automatic
inspection with those of semi-automatic inspection
(where the operator decides on rejects), and then by
appropriately adapting the rejection criteria. A stage
was in fact reached where the sample check showed that
the system made fewer errors in automatic operation
than in semi-automatic operation. Of course, we cannot
conclude from this that the system will be better than a
human inspector in all circumstances. For the inspec-
tion of large series of patterns, however, the system cer-
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tainly has the advantage that it is able to decide upon
approval or rejection from quantitative measurements
and exactly defined criteria, whereas human inspectors
make their decisions from rather general impressions,
which may also vary considerably as a consequence of
fatigue and changes in personnel. The system is also
faster and the results are fully reproducible.

When all these factors are taken into account, we are
led to the conclusion that the system comes up to ex-
pectations. The millions of patterns made in a year can
be inspected entirely automatically and at high speed;
which would not be possible with conventional visual
inspection.

Summary. The connecting-lead patterns on plastic tape used
for mounting integrated circuits must all be inspected for faults
after production. An inspection system is described in which the
patterns are viewéd in succession by a television camera, and the
video information is then compared with a model in a minicom-
puter. The model consists af-the centre-lines of the tracks and of
the insulation strips between the tracks, and for each centre-line
there is a test criterion that specifies the required widths of the
tracks and insulation strips. A computer program carries out the
inspection by checking all the centre-lines, making intersections
through the track or the strip at each centre-line point, and
verifying whether the test criteria are completely satisfied. If a
fault is found, its dimensions are determined and rejection criteria
are used to decide whether the pattern should be passed or re-
jected. The system, which has recently been introduced in pro-
duction, is capable of inspecting a tape with its patterns entirely
automatically at a speed of one pattern per second. A hole is
punched in the rejected patterns.
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Very smooth fracture faces for optical glass fibres

Optical glass fibres used for transmission must have

=

= 5 ‘ 3 end faces that are very smooth and reasonably per-
| , [ s, pendicular to the longitudinal axis to minimize optical
| VISIIPIICIIEIISS s
7 S losses.

In the existing method for breaking off glass fibres,
a notch is made with a diamond on the outside of a
glass fibre held in tension around the outside of a
cylinder. The ends of the fibre are then pulled, causing
the fibre to snap at the notch, where the tensile stress
is greatest. This kind of method has the disadvantages
that glass particles may be left behind on the end faces
and that very sharp cutting tools have to be used with
great accuracy.

In the new method that we have developed a wire
filament is used to make a ‘notch’ and at the same time
to detcrmine the place where the tensile stress is at a
maximum. The successive stages of the method are
illustrated diagrammatically in fig. /. The glass fibre F
isclamped at one end and placed across the filament W
(fig. 1a). When the filament is heated (fig. 15) the fibre
bends and the {ree end comes to rest on a support S.
The fibre is then returned to its original position,
clamped and subjected to a tensile force (fig. l¢).
Because of the bend in the glass fibre the tensile stress
is at a maximum at the notch, as desired. The fibre will
therefore fracture across the axis (fig. 1d), leaving two
perfectly smooth fracture faces.

The SEM photomicrograph in fig. 2 shows a glass
fibre (diameter 113 wm) after it has been heated locally
by a filament with a diameter of 80 um. Fig. 3 shows
the fracture face of a glass fibre. (The imprint of the
filament can still be seen at the bottom.)

We have now made a hundred fibre end faces in this
way, all of mirror quality, with the aid of a small easily
operated machine. The filament, which replaces the
much more expensive diamond, remains completely

intact.
W.J.J.van Hoppe
G.D. Khoe
G. Kuyt
H.F. G. Smulders

W.J. J. van Hoppe, Ir G. D. Khoe, Ing. G. Kuyt and H. F. G.
Smulders are with Philips Research Laboratories, Eindhoven.
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Ultra-compact optical scanner for ‘VLP’ player

Studies have been made at Philips Research Labora-
tories in Eindhoven to see how the scanning optics of a
‘VLP’ player can be simplified and made smaller by the
use of a miniature semiconductor laser.

The result of these studies is shown in the photo-
graph. The device that can be seen here contains an
experimental AlGaAs laser, made at these laborato-
ries, which functions as both light source and detector,
as well as the associated optics. It is 4 cm long, the
diameter is | cm and it weighs only 16 grams. Because
the functions are combined the number of components
can be kept to a minimum. Since the new scanner is so
small and light the track and the surface of the disc do

not have to be followed with a pivoting mirror {11. The
scanner is moved as a whole in the radial, tangential
and vertical directions by means of three actuators. It
has been found that this scanner (numerical aperture
0.6) gives just as good a picture quality from the disc
as the existing one.

Further studies are continuing on the reliability and
life of the semiconductor scanner. There is very indica-
tion that a considerable simplification in the ‘“VLP’
player will be obtained in the future.

{11 P. ). M. Janssen and P. E. Day, Philips tech. Rev. 33, 190,
1973.
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Cryogenics: a critical review

J. Volger

The article below is a slightly modified version of a recent article by Prof. Volger in
Interdisciplinary Science Reviews (ISR), and is published here by kind permission of
ISR’s Editor-in-chief. Although no references were given in the original version, we have

included a few references to other articles in Philips Technical Review for the benefit of
those who may wish to study some aspects of the subject in more detail.

Man must have been able to distinguish hot and cold
through direct sensation of the skin, long before he had
a precise concept of what temperature really is.
Through an early technology of fire, the burning of
wood and later of coal, high temperatures became
familiar to our ancestors. The development of our
civilization depended on this. The physics and technol-
ogy of temperatures below ambient appeared only
recently and the penetration of cryotechnology — the
technology of low temperatures — into our modern
world is still modest. It is, however, undoubtedly a
growth area, the more so since cooling equipment of all
kinds, down to the very lowest temperatures, is now
becoming steadily cheaper and more reliable. House-
hold refrigerators are used worldwide and in some
industrialized countries they may consume some
10-159 of domestic electric power.

In order to obtain high temperatures exothermal
chemical or nuclear reactions are used and the heat so
produced is led by conduction or radiation to the
desired place. The whole biosphere of our planet profits
from the thermal radiation of the Sun.

Low temperatures may be obtained when heat can
be lost to low-temperature heat sinks, such as the cold
universe. Radiation measurements of the dark parts
of the universe have shown it to be extremely cold
indeed, a few degrees absolute. The existence of our
atmosphere does not permit us to profit from the low
temperatures of space on a large scale when really low
temperatures are wanted. Spaceships are of course an
exception. Also, very little may be expected of the use
of endothermal chemical reactions. The classical cool-
ing method of mixing ice and salt lowers the tempera-
ture by some 20 °C only.

So we are left with the conclusion that substantial
cooling requires tricks of a more sophisticated kind.

Before going on to a discussion of these and other .

Prof. Dr J. Volger is a Deputy Director of Philips Research
Laboratories, Eindhoven.

items that make the world of low temperatures so
exciting, we shall first look at the basic concept of
temperature, including some simple statistical mech-
anics.

The thermodynamical definition of temperature

We think of a body as a system of atoms exhibiting a
scheme of energy levels, determined by quantum
mechanics. When the body is heated, higher energy
levels are excited. Obviously, the distribution of a
given amount of energy U over all these atomic levels
may be achieved in many ways, each having a certain
probability P. Usually internal energy transitions will
rapidly bring about the most probable distribution,
i.e. the maximum value of P for given U, and then
we speak of thermal equilibrium. From P a quantity S,
the entropy, can be derived: S = k In P. The factor k
(Boltzmann’s constant) is independent of the nature of
the system.

If two systems A and B are brought in thermal con-
tact, energy can be exchanged and the combination
reaches a new equilibrium, i.e. equal and uniform
temperatures in A and B. Thermal equilibrium means
that the distribution of the total energy U over the now
combined collection of energy levels has reached
the maximum probability. The law of combination
of probabilities is to form a product, Pog = PA X Pp.
So, upon an infinitesimally small energy transfer
dUas = —dUg between A and B we then require

oP
AB=0,
_ oUa
so that
d d 0S4 0Sm
—InPpr=—InPp, O —=—\
2U, T oUs 2U. oUs

This means equalized temperatures indeed when — as
is the case in thermodynamics — the basic definition of
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temperature (i.e. absolute temperature) is 7 = dU/dS,
a definition that appears to coincide, fortunately, with
the absolute temperature as measured in an ideal or
perfect gas thermometer. S =0 means that P is
minimal, equal to 1 in fact, and this will be the case if
the whole system of atoms has arrived in what quan-
tum-mechanically is called a non-degenerate ground
state. We call this situation perfect order, the absolute
zero point of temperature.

The equilibrium distribution of energy at the various
levels of a system is thus governed or indicated by the
temperature. By way of illustration we calculate T in
a model system: a set of NV very simple atoms, each
with a ground state at, say, zero energy and one
excited state with energy & only. The total energy
U = ne is given. We seek P, the number of ways in
which the n excitations can be accommodated in the
level scheme. From the theory of combinations we
arrive at

N!
P=———
nl(N — n)!
and to a good approximation it follows that

S
;:InP:NlnN—- nlnn— (N—n)In(N— n),

and so

dU bU/bn_ £
T=35= dS/on kln {(N—n)/n} "

This expression may also be read in reverse order:
it then gives us the ratio between the occupation num-
bers of the two levels in our model system as a func-
tion of temperature:

n

N CXP (—e¢/kT).
This is the familiar Boltzmann equation. It also holds
for a many-level scheme.

Fig. 1 shows the relation between U, S and T in this
simple model system. The lower part of the curve is
typical for the normal thermal excitation of any
system. Of course, the higher the scheme of atomic-
energy levels, the further extends the simultaneous
increase of U and S when raising the temperature. For
0 <T< o in our two-level scheme 0 < n < 4N.
A negative temperature means an artificial non-equilib-
rium situation, so that the occupation number of the
upper level has been made larger than the one of the
ground level, e.g. by a vigorous excitation ‘pump’ as
used in a maser.

The transition probabilities between the relevant
levels play a role here. Sometimes atoms tend to stay
in excited states, which are then called metastable with
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respect to those lower levels ‘to which they do not
decay. Usually it is possible to distinguish between
subsystems that exhibit their own internal equilib-
rium, i.e. temperature. One should keep in mind that
nature provides energy-level schemes extending over
millions of electron volts, if the nuclear levels are
included. (The atomic energy of the chemical bond has
a magnitude of only a few eV.) Owing to its boisterous
history the part of the universe in which we live has
enormous quantities of nuclear matter in an excited

state: so, if conditions permit, this is unstable with

respect to nuclear fission or fusion. Also, enormous
quantities of biological matter in our biosphere are in
an excited state, chemically metastable with respect to
oxidation. This does not mean, of course, that we
should consider our daily world as having a negative
temperature.

Fig. 1 also shows that the internal energy U of a
system is determined by both T and ¢, the latter param-
eter, moreover, being.susceptible to an external in-
fluence, such as a magnetic field. If only heat is supplied
the increase of U is obtained by proceeding along one
specific curve, such as depicted for a fixed value of e.
Also, U may be changed by affecting &, but the number
n of excitations in the model system remains constant
in such a process, and likewise the entropy.

Principles of cooling

In general, for any object for which a temperature
can be defined U can be plotted as a monotonic func-
tion of S. External parameters X, such as pressure or
magnetic field, mark out a set of U(S) curves. Each has
a positive second derivative, which means that decreas-
ing U by extracting heat (X constant) leads to a fall in

Ne 5\\
\\\
\\
) N
N\
\
\
'}Ne : \
T=0U/0S
% 07

Fig. 1. The relation between the total energy U and the entropy §
in a model substance, consisting of N atoms which have only two
energy levels. The temperature at a particular part of the curve is
equal to the slope of the tangent: T = dU[0S. The quantity R -
is the constant from the well known law PV = RT.
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temperature. If we cannot lower the temperature by
direct heat transfer to a colder body — which may be
cumbersome below ambient temperature — we may
try to squeeze entropy out of the system by varying
isothermally a suitable parameter. Thereafter its
original value is restored under thermal isolation, or
‘adiabatically’, which means that entropy is conserved.
This principle is illustrated in fig. 2a and fig. 2b and we
putup thesetwo cases because they are the basis of two
important cooling methods, using expansion refrigera-
tors and adiabatic demagnetization respectively.

The physical basis of these two methods is explained
in the caption of fig. 2. From equations (1) and (2) as
given there it would seem as if arbitrary low tempera-
tures were obtainable by just decreasing P or H to
extremely low values. The actual situation, however, is
different since in any real physical system the particles
always interact, causing deviations from the ideal
conditions: a real gas at low temperatures condenses
into a fluid or solid, and magnetic particles feel each
other’s magnetic moment to the effect that a minimum
level splitting &9, however small, exists.

Here the third law of thermodynamics is relevant,
stating that any real system at the limit of zero tem-
perature must have zero entropy. It is easily verified
that in our model system of magnetic atoms on which
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Fig. 2. a) The entropy S of a monatomic ideal gas, plotted as a
function of T for two values of the pressure P. Cold can be
produced by compressing the gas isothermally (/ — ‘) and
then allowing it to expand isentropically (i.e. thermally insu-
lated (/* — 2)). In the stage (/’ — 2) the temperature falls from
T to T2. From thermodynamics it follows that in this idealized
case we have for one mole of gas:

S = R In (T%2 [P) + const.

The process I — I’ — 2 therefore leads to a decrease in tempera- -
ture that satisfies )

T2/T1 = (P|P")205.

In the process work is performed by the expanding gas, and an
amount of heat

Q = RT2In (P'[P) ‘ O

is extracted from it. In the graph P’ = 12P. The temperature is
plotted on a logarithmic scale, the entropy linearly (the quantity
R is indicated as a measure). b) The entropy of a system of two-
level atoms (see fig. 1), as a function of temperature. It is assumed
that in a magnetic field H the energy distance ¢ of the two levels
is proportional to H (Zeeman splitting). From statistical me-
chanics it can be shown that in this case

exp (—¢/kT)
1 4 exp (—¢/kT)’
The entropy is therefore a function of kT/¢ only. The process

1 — I’ — 2 (adiabatic demagnetization) leads to a decrease in
temperature as

S=RIn {1+exp(—&/kT)} X&/kTx

To/T1 = ¢fe’ = HIH". o))

The distribution of the atoms over the two kinds of level remains
the same during the adiabatic demagnetization. In the graph &’
has been made equal to 2¢. The temperature is plotted in units of
glk (;c is equal to R divided by the number of molecules per
mole).

fig. 2b is based a basic splitting of energy levels g does
indeed cause the entropy to be zero at T = 0. This third
law sets a limit for the attainment of low temperatures.
In equation (2), for example, the smallest value of the
numerator is g. The general conclusion is that for the
production of ultra-low temperatures nearly ideal
systems must be used such as helium atoms, which of
all atoms have the least interaction, and zero nuclear
spin. Very sophisticated cooling methods have been
developed along these lines.

The gas-cycle refrigerating machines, all akin to the
one discussed (fig. 2a) and perfected with the help of
heat exchangers and regenerators, provide effective
cooling, permitting liquefaction of all gases, down to
the most difficult, helium, with a boiling point of 4.2 K.
A well known cryogenerator is the Stirling-Philips

(11 ¥y, W. L. Kéhler and C. O. Jonkers, Fundamentals of the
gas refrigerating machine, Philips tech. Rev. 16, 69-78,
1954/55.

J. W. L. Kéhler and C. O. Jonkers, Construction of a gas
refrigerating machine, Philips tech. Rev. 16, 105-115, 1954/55.
G. Prast, A gas refrigerating machine for temperatures down
to 20 K and lower, Philips tech. Rev. 26, 1-11, 1965.

A. A. Dros, An industrial gas refrigerating machine with
hydraulic piston drive, Philips tech. Rev. 26, 297-308, 1965.
G. J. Haarhuis, The Philips helium liquefier, Philips tech.
Rev. 29, 197-204, 1968. )

A. Daniels and F. K. du Pré, Miniature refrigerators for elec-
tronic devices, Philips tech. Rev. 32, 49-56, 1971.
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Fig. 3. The Philips MC 80 Stirling refrigerator. This small
machine is driven by an electromechanical vibrator like that of a
loudspeaker. It produces 0.5 W of cold at 80 K.

refrigerator [l which is shown in fig. 3. Below | K
other cooling methods take over, for instance the
adiabatic-demagnetization method ( fig. 4), with which
a temperature of about | mK can be obtained.

The cyclic operation discussed above must here be
contrasted with another group of methods with rather
different features. These methods have in common
that a steady flow of particles (atoms, molecules, elec-
trons) is forced through a border zone, the particles
being in different thermodynamical conditions before
and after passing this zone; this also means different
levels of energy transport per particle. Consequently,
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upon passing the contact area the particles either
deliver or take up energy (depending on the direction
of flow) and this makes itself felt as a thermal effect.

In fig. 5 some principles are illustrated. A classical
cooling method is by evaporation (fig. 5a4) of a liquid:
molecules migrate through the surface from the liquid
to the vapour, where they are practically free, in so
doing they have to take up energy which is extracted
from the liquid. By letting helium boil at reduced
pressure a temperature slightly below | K is obtainable,
with 3He even as low as 0.25 K.

A similar case is the Joule-Thomson effect (fig. 5b).
A gas is expanded from high pressure to low pressure
and at the nozzle a thermal effect occurs. When the
flow is thermally isolated and the temperature is low
enough a decrease of the temperature of the gas results.
When the flow is to occur isothermally the cooling
power must be consumed externally. Still another,

G
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Fig. 4. Diagram of classical apparatus for cooling by adiabatic
demagnetization. Dew dewar vessel. Hz liquid hydrogen. 4He
liquid helium. Sp paramagnetic specimen. G/ glass support. Ci2
coils for measurement purposes. The specimen can be magnetized
by a magnet whose poles P are shown. Thermal contact is
provided by a contact gas, which can be pumped away later
through tube 7. The radiation trap RT prevents external radia-
tion from reaching the neighbourhood of the specimen.
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essentially similar, case is the Peltier effect (fig. 5¢).
Here electrons are flowing from (for example) a P-type
semiconductor to an N-type semiconductor and at the
junction thermal energy is needed to promote these
carriers from the lower transport levels (valency band)
to the higher ones (conduction band). So thermal
energy is taken up from the surroundings, which
results in an overall cooling.

Cryotechnology

Cryotechnology as a professional and industrial
discipline dates from the middle of the last century.
The most important economic aspect of cryotechnology
is the liquefaction of such gases as air, oxygen, nitrogen,
argon, methane, and natural gas. Equally important is
the separation of pure components from a mixture, e.g.
oxygen from air. Various chemical and metallurgical

| I
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Fig. 5. The principle of three related cooling effects in which a
steady flow of particles is forced through a border zone: evap-
oration by pumping away the vapour (a), the Joule-Thomson
effect (b) and the Peltier effect (¢). Lig liquid. Vap vapour. HP
high pressure. LP low pressure. The temperature is assumed
constant (the cooling power is externally consumed); under these
circumstances Lhe cooling power per unit of flow is equal to the
difference in enthalpy below and above the interface. In the case
of a gas or a liquid the enthalpy is essentially the heat taken up
under constant pressure, i.e. including the amount of work neces-
sary for the change in volume. In the case of Peltier cooling the
corresponding enthalpy difference is called the Peltier coefficient
11, so that the heat Q produced at the Peltier junction by a cur-
rent i is equal to Z7i. In the best Peltier devices I/ is about 200 mV.

technologies depend on the application of pure gases,
as commercially supplied in the liquid phase. Oxygen,
indispensable in steel production, has become a raw
material of utmost importance. Helium once an
esoteric gas available only in minute quantities in two
or three laboratories of the world — is now available
in millions of cubic metres; it plays a key role in space

technology. Many more examples can be given. Big

companies supply very large quantities indeed of cry-
oliquids to steel foundries and other customers. The
business turnover is many thousands of million dollars
and the growth rate of the cryoindustry is approxima-
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tely 109, per year. Fig. 6 is a photograph of a large
plant where helium is separated from natural gas.

The liquefaction of helium and its ready avail-
ability for laboratory experiments has opened vast new
fields in pure and applied physics. During the last three
decades, the introduction of liquefiers of the Kapitza-
Collins type and the Stirling-Philips type have provided
a safe, easy and local production of some 10 litres of
liquid helium per hour, thus answering the demands
of hundreds of laboratories in the world. This devel-
opment is one of the highlights of contemporary
scientific history.

All these installations for gas liquefaction, whatever
their size, are based on gas-cycle refrigerating machines,
including those in which the expansion engine is a
turbine, or on the Joule-Thomson effect.

Domestic refrigerators, air conditioners and the like
are big business, producing cooling and hence safe
storage of fish, fruits and other consumables, aboard
ship and ashore, in the air and on spacecraft. These
facilities provide temperatures down to, say, —40 °C
and rely on cooling by evaporation. The compressor
type, used in countless domestic refrigerators, employs
ammonia, or an organic fluid like CClaFs. This chem-
ical is evaporated, and the vapour compressed and
recondensed in a condenser where the heat ol conden-
sation must be removed by some cooling mechanisn.
This liquid is fed back again to the evaporator. In the
absorption type of refrigerator, the vapour from an
evaporator, where cooling is produced, is absorbed in
some solvent (for instance NH3 in H2O), thus providing
the mass flow. Either continuously or intermittently,
the gas is distilled from the solvent, recondensed and
conducted back to the evaporator. Such refrigerators
have reached a high degree of perfection, efficiency and
reliability, their lifetime often being many decades.

In the fifties and early sixties determined efforts were
made to develop Peltier cooling [2]. It was then thought
that with existing basic knowledge of electrical con-
ductivity, including the thermoelectric phenomena,
only some further materials research was needed to
begin a new era in refrigeration. This hope has not
come true. Thermoelectric cooling did not establish
itself in refrigeration, except for a few very specialized
applications, because it proved commercially not com-
petitive. A heavy d.c. current is needed, which requires
expensive auxiliary apparatus. Certainly in household
refrigerators, a Peltier cooler is more expensive than
the cheap compressor type of cooling.

Reduced running costs could compensate if the
coeflicient of performance 7, the ratio between cool-
ing power and electrical input power, were suf-

[2) W, Lechner, Peltier cooling, Philips tech. Rev. 27, 113-130,
1966.
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ficiently high. However, from very intensive materials
research all over the world it has become apparent
that this ratio has an unpromising upper limit. For
all heat pumps 7 1sat best the (inverse) Carnot efficiency,
Teotd/(Thot— Teora), as follows from the laws of thermo-
dynamics. In actual practice, however, 7 is lowered
considerably by dissipative processes, such as ohmic
heat caused by resistance in the branches of the Peltier

ra
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An efficiency of some 509, is possible if the cooling

power is consumed at 30 °C below ambient.

The millikelvin region has been an area of great
progress in the last decades, of discovering and apply-
ing interesting new physical phenomena. As yet there
are no industrial applications. But let us first look at
some of the remarkable features of the physical world
at very low temperatures.

L1F ]

Fig. 6. A liquefaction plant where 650 litres of liquid helium per
hour are separated from natural gas (Richfield, Kansas, U.S.A.).

modules, and by thermal losses. The reduction factor
appears to depend on the value of the Peltier coef-
ficient I7 (see fig. 5¢), and indeed on the resistivities and
thermal conductivities of the materials used.

The Peltier coefficient /7 is immediately related to the
energy difference of the levels at which the transport of
charge carriers occurs in the two branches. The coef-
ficient should not be chosen too large as high resistivity,
predicted by the theory of conductivity, would follow.
The optimum for /7 is at a few hundred millivolts, pro-
duced by heavily doped semiconductors. These then
should have as large a carrier mobility as can be found
and at the same time a minimal thermal conductivity.
After many years of research the best compromise was
found in BigTes/BiaSes alloys. When these are used
for Peltier cooling, a temperature drop of 50 °C is ob-
tained, the cooling power there becoming negligible.

Solid-state research at low temperatures

Low-temperature physics has now been a frontier
science for a century I3, Whenever new temperature
regions have been opened up, interesting new proper-
ties or phenomena have been discovered. At present
some 259, of the contents in the physical ‘letters’ journals
deals with investigations at very low temperatures.

Liquid helium is essential in research laboratories
when physicists require lengthy measurements at low
temperature. At low temperature signals are often
stronger, disturbing noise is weaker and, most impor-
tant of all, energy quantization manifestly affects the
properties of matter.

A striking example is the specific heat of solids, the
ratio between heat taken up and increase of tempera-
ture, ¢ = dU/OT. The specific heat vanishes when
approaching the absolute zero of temperature because
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in any real system there is always a finite energy dif-
ference between the lowest levels, whatever their par-
ticular features. In fact, our two-level model (see the
first part of this article) is an example for the general
phenomenon: suppose the number of excitations, n,
that is the number of energy quanta taken up by the
model system, is still very small as compared with N.
The energy content is then to a good approximation

U = ne = Neexp(—elkT),

aI;d the specific heat
U .
c= or= Nk(e/kT)? exp(—e/kT).

Due to the exponential function, ¢ vanishes rapidly
near T = 0.

In a small temperature interval near T = g/k this specific-
heat function shows a distinct peak. In many paramagnetic salts,

whose magnetic ions have characteristic energy-level splitting
schemes, such a behaviour has indeed been observed.

The most important way in which solids can accom-
modate additional energy is by more vigorous atomic
or molecular excitation and vibrations. These thermal
lattice vibrations reflect the dynamics of the atoms, as
determined by their mass and by the specific forces
keeping the lattice of the solid together. Whatever
complications may thwart the accurate solution of
these quantum-mechanical problems, the general
features of lattice specific heat are always the same:
near absolute zero the thermal energy is found to be
proportional to 74 and, consequently, the specific heat
is proportional to T°; the proportionality factor is a
function of the mass and force constants of the con-
stituent atoms. At 7= 0 the total energy of a solid has
not vanished; some potential energy and a residual
value of the vibrational energy are still present. This is
known as the zero-point energy. The entropy, however,
should have vanished at T = 0; the residual motions of
the particles and their positions should then have
reached perfect order.

In the temperature dependence of their electrical
resistivity, metals clearly reflect the scattering effect
which the thermally activated lattice vibrations have
on the electrons that carry the current. In the early
days of low-temperature physics great interest was
evinced as to what would happen to these conduction
electrons near T = 0. We now know that a low residual
resistivity is usually left, due to scattering of the elec-
trons by lattice defects unless, of course, the metal has
become superconducting (see below). Determining the
finer details of conduction electrons, such as their
concentration, their energy levels and their mobility,
requires exténsive low-temperature research, both for
metals and semiconductors. True metals retain their
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huge concentration of conduction electrons even at the
very lowest temperature, but semiconductors do not.

The conduction of heat in solids shows a somewhat
different pattern, but basically similar concepts. The
thermal conductivity of metals is strongly related to
their electrical conductivity, as heat is mainly carried
by free conduction electrons. However, only a small
fraction of them, proportional to the absolute tem-
perature, T, is fit to take up any extra kinetic energy.-
A remarkable exception occurs when the metal has
become superconducting and the accompanying or-
dering of the conduction electrons excludes them from
heat conduction altogether. Moreover, in all solids, _
including non-metals, heat can be propagated by wave-
like lattice vibrations. These will undergo little pertur-
bation in a fine, pure crystal at very low temperatures,
this by itself enhancing thermal conductivity. However,
if the vibrational thermal energy is extinguished, as it
is near T = 0, no vehicles are left and so any solid will
ultimately be a perfect thermal insulator at absolute
Zero. A

Another field of solid-state research which has gained
much from low temperatures is the study of magnetic
materials. In magnetically ordered systems, like ferro-
magnets, the elementary magnetic moments of the
electrons tend to take up parallel positions. Above a
certain temperature, the Curie temperature, this order
vanishes. At T = 0 the ordering is perfect. The interest-
ing thing is to discover what happens just above the
absolute zero, when a small fraction of the elementary
magnets are already starting to withdraw from their
ordered positions. More dilute magnetic systems are
now also being investigated, with materials that have
their Curie temperatures in the liquid-helium range, or,
more spectacular still, in the millikelvin region or
lower — with substances in which the tiny elementary
magnets of some atomic nuclei take up parallel posi-
tions. Such research is not only important for pure
science but equally valuable as background knowledge
which provides the electronics industry with its best
magnetic materials, be they for computer memories or
tape recorders. The work on magnetic resonance [4]
should also be mentioned (fig. 7). This dynamic phe-
nomenon is usually best observed at low temperatures
and its study has led to new materials for sophisti-
cated microwave components and devices, such as
radar and masers.

The use of low temperatures enhances research in
many other and quite different domains, for instance
luminescence, electrical breakdown or semiconduction.

3] An introduction is given in J. Volger, Solid-state research at
low temperatures, Philips tech. Rev. 22, 190-195, 226-231 and
268-277, 1960/61. . . )

[41 D. J. Kroon, Nuclear magnetic resonance, Philips tech. Rev.
21, 286-299, 1959/60.
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Yet all these success stories are surpassed by the
impact of two typically low-temperature phenomena:
superconductivity and superfluidity. At very low tem-
peratures many physical properties can be studied
‘under the magnifying glass’, as it were. However, in
the two phenomena just mentioned we have a unique
feature of the physical world such as has not hitherto
been observed under ordinary circumstances.
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Fig. 7. The principle of magnetic resonance. Nuclear levels or
atomic-energy levels split under the influence of a magnetic field
(the Zeeman effect). Radiation for which the quantum energy /v
is equal to the distance e2 — €1 between two partial levels — there
can also be many more — can be absorbed. This spectroscopy at
radio frequencies gives important information about the nuclear
magnetic moments and atomic magnetic moments in all kinds of
substances, and in particular about the effects of neighbouring
atoms. The method is of interest in solid-state physics, organic
chemistry, biology, etc. At low temperatures the lines of the
absorption spectra are usually sharp and strong.

Superconductivity and superfluidity

Upon cooling, a good many metals and alloys will
eventually become superconducting, but ferromagnetic
metals are among the exceptions. The superconducting
condition is such that, from the thermodynamical point
of view, the superconductor is to be considered as a
different phase, compared to the metal in its normal
state. The transition temperature at which super-
conductivity begins marks a phase transition — com-
parable with the transition of a liquid into a solid.
Though superconductivity has been known since 1911
when H. Kamerlingh Onnes and G. Holst discovered
the phenomenon while working with mercury, a true
understanding of it, including the interpretation of
such a basic datum as transition temperature, did not
come until the late fifties, primarily due to the work
of the Nobel prize winners J. Bardeen, L. N. Cooper
and J..R. Schrieffer. It seems appropriate to give here
a brief account of some characteristics of this wonder-
ful phenomenon and its analogue, superfluidity. Their
applications and interdisciplinary aspects will be dealt
with in the subsequent sections 51,

Superconductivity in essence means zero electrical
resistance. One of the striking consequences is the
possibility of maintaining an eternally persistent ring
current, once it has been established. A superconductor
is also a perfect diamagnet: up to a characteristic field-
strength it excludes a magnetic field by spontaneous,
persistent currents at its surface, thus compensating for
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the outer field, with the effect that internally, whatever
its previous history, it is absolutely field-free. Both
features are a consequence of the strong organiza-
tion of the conduction electrons. The basic concept
is that the superconducting state is a quantum state
on a macroscopic scale: one single wave func-
tion, a concept already familiar in nuclear, atomic and
molecular problems, is considered suitable to describe
the mean behaviour of all electrons and the physical
properties of the entire superconducting body. This
ordering process results essentially from a pairing of
electrons, an attractive binding through interaction
with the lattice. These pairs, consisting of two electrons
with virtually equal and opposite velocity, are looked
upon as a species of pseudo-particles. Governed by
their macroscopic wave function the conduction elec-
trons, particularly the centres of gravity of the pairs,
behave in perfect unison; the common velocity, which
is only small, determines the current, if any. Strangely
enough, the electrons themselves are scattered fiercely
by the impurities that are always present in a metal,
but the pairing overrules these disturbing effects: the
pairs, even in ever-changing combinations of partners,
may be considered as the stable surviving entities,
carrying the frictionless current in perfect match.

Yet the scattering process has an observable effect.
When the mean free path of the individual electrons is
very small, as is the case with alloys, the stiffness of the
macroscopic wave function is also somewhat limited.
This gives rise to a subclass of superconductors called
superconductors of the second kind. Superconductors
of the first kind resist a magnetic field by generation of
surface currents, up to a characteristic field-strength
H,, typically of the order of magnitude of 100 kA/m,
followed by a complete breakdown into the ‘normal’
condition. However, a superconductor of the second
kind will resist the field completely only up to a much
lower field-strength He;, after which the superconduct-
ing body starts admitting magnetic flux in the form of
millions of ‘flux tubes’. These are tiny vortex-like
structures, typically 100 um in diameter, each contain-
ing the same quantized amount of flux, 2 10-15 Wb,
This flux is generated by a certain density of the persist-
ent ring current circulating around its thread-like non-
superconducting core.

The occurrence of flux quantization is one of the
most striking aspects of the macroscopic wave function
mentioned. In between the flux tubes the sample re-
mains superconducting, until at last at a relatively high
magnetic field Heo, in exceptional cases even above
10 MA/m, the body is crammed full of flux tubes and
normal conductivity is restored. The picture has now
become somewhat more complex and in fig. 8 the
essentials are illustrated. When the average magnetic
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Fig. 8. Schematic representation of the magnetic and electrical
properties of a superconductor of the second kind in an outer
magnetic tield.

«) The internal field Hi, plotted against H. In zone [/ (/{ <= He1)
there is no difference from a superconductor of the first kind:
the field cannot pencirate the conductor, which behaves as a
perfect diamagnet. In zone /f (Her << H <= He2) flux tubes can
penetrate the conductor (the ‘mixed’ state). In therange H > Hez
the superconductivity has completely disappeared.

h) The resistivity g as a function of H. In zone /7 the resistivity is
in general not zero, but is however zero at sites where the ux
tubes are firmly pinned, e.g. at dislocations. In a superconductor
of the first kind the interval Hei—He2 has disappeared; if the
outer field increuses, the superconductor suddenly changes from
a perfect diamagnet into a normal metal. The resistivity of a
superconductor of the second kind will remain zero up to Hez
it enough pinning sites for flux tubes are available in the material.
Such materials are popularly referred to as ‘hard superconduc-
tors’.

Table I. The transition temperatures 7¢ of a number of super-
conductors of the first and second kinds and the ficld-strength
(H. or Heg) at which they change over to normal conduction. The
H-values have teen extrapolated to T = 0.

First kind Te (K) He (A/m)
Aluminium 1.18 9x 103
Indium 3.40 22 x 103
Lead 7.23 65 % 103

Second kind Te (K) Hez (A/m)
Nbo.75Tip.25 (alloy) 10.0 7% 108
Nbo.75Zr0.25 (alloy) 10.8 7 % 108
NbsSn (compound) 18.3 22 X 108
VaGa (compound) 14.4 18 x 108
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behaviour is considered, the superconductor of the
second kind in the interval Hei-Hee, the ‘mixed
state’, is not a perfect diamagnet. Moreover, a current
through the sample exerts a force upon the flux tubes
not different from the interaction between a current
and a magnet in every electric motor. If the flux tubes
are not pinned they will move perpendicular to the cur-
rent and it is found that this brings about a measurable
potential difference in the conductor. This is, of course,
nothing other than the occurrence of a resistance in the
mixed state, its specific value being determined by the
fraction of the sample’s volume that is taken up by the
non-superconducting vortex cores.

From a practical point of view those superconduc-
tors of the second kind are most interesting which have
substantial irregularities in the build-up of their crystal,
e.g. fluctuations in the composition of alloys, fine
precipitates, or stress fields of lattice defects. Such
irregularities may act as pinning points for the flux
lines, immobilizing them even if heavy currents pass
through the specimen. This ensures that the conductor
remains really non-resistive, even in very high magnetic
fields. The application of superconductors in heavy-
current systems for power transmission is therefore now
a largely solved technological problem.

Two other matters from the rapidly growing body
of knowledge of the superconducting state should be
mentioned; these relate to the transition temperature
and the Josephson effect.

The transition temperatures of thousands of alloys
and intermetallic compounds have now been deter-
mined to see if they fit the theory of Bardeen, Cooper
and Schrieffer and if there is any hope for a really high-
temperature superconductor. The results of all this
work are partly disappointing. With their basic equa-
tion Bardeen er al. predict that T¢ 1s dependent on the
dominating lattice frequency, the electron density and
a parameter characterizing the pair-forming interaction
between lattice and electrons. Generally speaking this
has been verified, but many physicists feel that a
genuine, precise prediction of T¢ is not yet possible, as
quantitative knowledge of the details of interaction is
missing. In the meantime it has become clear that
superconductors with T¢ above 20 K are extremely rare
and that a T of, say, 30 K is unlikely ever to be found.
Table I shows data relating to a number of super-
conductors of the first and second kinds. Fig. 9 shows
the historical record, the trend being an increase of
0.25 K per year so far.

The Josephson effect occurs in a weak link between
two superconductors, the most striking example per-

151 A more detailed treatment of superconductivity and the
theory of Bardeen es al. is given in J. Volger, Superconduct-
ivity, Philips tech. Rev. 29, 1-16, 1968.
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Fig. 9. The historical development of the highest known transi-
tion temperature T, of superconductors.

haps being two superconductors in contact with each
other through a thin layer of isolating material such as
AlpOg3, obtained by oxidation of aluminium. The
typical property of superconductors is the long-range
phase coherence of their wave function and, as wave
functions are known to extend even through such
isolating thin barriers, the two superconducting bodies
can remain phase-locked. This means, as B.D.
Josephson predicted in 1962, that a supercurrent may
flow through the barrier and, indeed, zero resistance
has been experimentally verified. In retrospect it can be
concluded that experimental evidence for this effect
existed for many years without ever being properly
recognized.

The maximum supercurrent through the Josephson
contact is determined by the overlap of the partial wave
functions. When this maximum value is exceeded the
junction becomes resistant. It is not necessary to dwell
upon the many.interesting features of Josephson junc-
tions, including their a.c. behaviour and their response
in magnetic fields. However, one \;ery sensitive meas-
uring device should be mentioned: this is known as
SQUID (an acronym for Superconducting Quantum
Interference Device), and consists of a closed super-
conducting circuit into which a Josephson junction has
been inserted. As long as the loop, including the
Jjunction, is superconducting, the basic laws of electro-
magnetism require that it should contain a fixed number
of flux quanta. When placed in an outer magnetic field,
a loop current must and will be generated to preserve
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the flux. Since this current may bring the junction into
the resistive state the SQUID is able to detect magnetic
field variations, and that to a fabulous degree of sensiti-
vity, better than 10~8 A/m. This may prove most useful,
for instance in magnetocardiography (see below).

When liquid helium, the normal isotope 4He, is below
2.18 K it assumes an ordered state (He IT), comparable
in many respects to the superconducting state of metals.
The helium atoms are then partially condensed into a
superfluid phase in which the liquid shows no vis-
cosity, at least not at low velocities. Here, too, the
physical situation is characterized by one macroscopic
wave function, or order parameter, which is phase-
coherent over the whole volume of the liquid. This
stiffness leads to the hydrodynamical property that
vortices and vortex rings, once generated, may persist
for ever and that their circulation is quantized.

The physics of superfluidity is as intriguing as the
physics of superconductivity. At finite temperature, but
below 2.18 K, a fraction of the molecules do not partic-
ipate in the ordering, so that the entropy differs from
zero. Now, one curious aspect is that when the liquid
is passed through a tube filled with very fine porous
material, such a porous plug being called a ‘superleak’,
virtually only the ordered part of the liquid flows
through. Ideally, the superleak produces helium with
Zero entropy, i.e. essentially at zero temperature, but in
actual practice some disturbing imperfection or dissi-
pative process always occurs.

Cryogenic engineering

Liquefaction, handling, storage and use of oxygen,
argon, methane and helium have, as we saw earlier,
developed into large-scale industrial activities. A very
spectacular application is in space technology. The
large rockets that put a spacecraft into orbit contain
thousand-ton quantities of liquid hydrogen as fuel and
liquid oxygen as oxidizer; big quantities of helium
are needed as pressurizing gas.

" In interdisciplinary terms, perhaps the most interest-
ing scope of large-scale cryogenic engineering is the
application in electrical power equipment, in which
superconducting wires can be used: cables, trans-
formers and rotating machines (6], The expectations of
this revolutionary kind of engineering have been great
indeed, yet in reality there is no breakthrough and it is
worthwhile discussing the underlying factors.

The superconductors of the second kind mentioned
above may yet become the ultimate fulfilment of
Kamerlingh Onnes’s anticipation that they could
become vital to electrical engineering. This anticipation
was frustrated in his time; it was soon discovered that
for inconsiderable values of the current, and of the
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outer magnetic field too, the superconducting state in
metals like tin or lead is destroyed. This is typical of
superconductors of the first kind, which happened to
be the ones then investigated (see TableI). It is a
historical accident that systematic investigations of
alloys have come much later: superconductivity of the
second kind was not properly identified before the
fifties.

Hard, type L, superconductors are now available
with current-carrying capacities, indicating the limit of
resistanceless conduction, of the order of magnitude of
3x 105 A/em? for d.c., and very high upper critical
fields, at least 10 MA/m. We have already discussed the
need for flux pinning in the material and this can, in
fact, be done. However, as is typical for any type-II
superconductor, flux lines must have penetrated the
wire to some extent at least when the field-strength is
between Hep and Hes.

We are, in fact, facing a contradiction here: when the
magnetic field is increasing, an occasional jerky motion
of flux-line packages is unavoidable. This redistribu-
tion of magnetic flux in the metal gives rise to induc-
tion, i.e. dissipation of energy and rise of temperature,
which may locally drive the material into its normal
state. If no countermeasures are taken, flux jumps may
occur in adjacent regions, due to magnetic and thermal
coupling, and soon the whole wire will be normal,
though the true limiting value of current or field has
not yet been reached. This quenching phenomenon
would of course have disastrous consequences.

Fortunately, stabilization of superconducting wires
can be achieved, bringing the practical limit of over-
loading close to the true limit, as determined by the
flux-pinning properties of the material. The methods
adopted to stabilize superconductors are the reduction
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Fig. 10. A cross-section of an NbsSn superconductor wire, with
61 x 61 x 19 filaments (each of less than 2.5 um diameter). (From
H. Kuckuck, E. Springer and G. Ziegler, Cryogenics 16, 350,
1976.)
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of the wire diameter and the embedding of the wire in
high-purity copper. Reduction of the wire diameter
causes the energy released during a flux jump to be too
small to restore normality to the metal. By cladding the
superconducting wire with a layer of copper, one
provides for an electrical and thermal bypass, so that
the full current can at least be taken temporarily if the
quenching effect threatens to set in. Multifilament
NbsSn cable is now commercially available, and often
contains more than a thousand very fine (e.g. diameter
of 60 um) filaments, as the cross-section in fig. /0
shows. It is very attractive, extra stability and quench
protection being offered by copper or other low-
resistivity metal fillers between the filaments.

With the advent of well stabilized, hard supercon-
ducting wires electrical engineering may eventually
take an entirely new course. For instance, take the
construction of superconducting a.c. generators. Five-
megawall prototypes have been built and tested,
demonstrating their technical feasibility as high-power
electric generators in aircraft and even as utility turbine
generators. The electromagnet of the rotor is made of a
superconducting wire carrying a current density two
orders of magnitude greater than the conventional
conductors, and with a magnetic field two or three
times that of conventional rotors. Such generators will
weigh less than a third of what a generator of like power
and conventional design would weigh.

Moreover, the construction of homopolar generators
and a.c. generators with superconducting stators has
been tried. However, the reductions in size and, when
the equipment is fairly large, its cost reduction, are not
enough to bring about a breakthrough. The complex
cryogenic requirements, liquetier and thermal insula-
tion, especially of the helium-cooled rotor, remain a
very weak point in the eyes of electrical engineers, who
rightly demand maximum system reliability. Today
the refrigeration circuits are still too delicate and
vulnerable for the heavy requirements of a power sys-
tem for, say, a town, a ship or a hospital. The same
holds true for superconducting transformers and power
cables.

Very interesting design specifications for power-
transmission cables have been made, based on success-
ful experiments with short test lines. These include
sophisticated electrical insulation up to 400 kV,
terminals, joints and other equipment. Although non-
dissipative power transmission may become highly
desirable or even necessary in heavily powered areas
such as London or New York, at present the state of
the art is by no means advanced enough to make the

[61 An application in magnet coils for laboratory use has been
described in A. L. Luiten, Superconducting magnets, Philips
tech. Rev. 29, 309-322. 1968, and 30, 147, 1969.
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introduction of superconducting cables, during the
next ten or twenty years, say, probable. The same
applies to cryocables of non-superconducting metals,
like aluminium, used at temperatures of, say, 20 K so
that their resistance is dramatically reduced by a factor
of a hundred or so. :

As has occurred so often in the history of industrial
technology, large-scale application of a revolutionary
development can be furthered by a convincing demon-
stration of a successful vehicle. It has been, and still
is, the hope of many workers in this field that the
use of superconducting coils in magnetic levitation for
high-speed rail transport may prove to be the break-
through vehicle. The idea appears sound enough.
In the densely populated areas of the world, millions
of people every day demand fast public transport
over ever-increasing distances, now up to hundreds
of kilometres. Air traffic does not yet appear to be the
best solution to this demand.

It is difficult to exceed the 200 km/h limit of rail cars
with normal rolling wheels because of problems in
stability. However, at 400 or 500 km/h, the best solution
may be magnetic levitation, with vehicles floating on a
bed of repellant magnetic forces. This would mean an
entirely new railway technology. At low velocity the
train could run on normal wheels, at higher velocity
strong magnets in the vehicles would induce magnetic
reaction fields in special, strongly conductive plates on
the track, so that both lift and guidance would be ob-
tained. Propulsion too would be by magnetic force and
here the linear induction motor may find one of its best
applications.

The greatest problem in the development of a levita-
tion train is the construction of sufficiently powerful
magnets. This type of transport is considered seriously
particularly in Japan but also to some extent in Europe.
In test facilities of intermediate size the feasibility of
superconducting magnet coils has already been demon-
strated, the advantages being more magnetic energy for
smaller size and weight, without energy loss. However,
the tremendous task remains of developing a reliable
cryogenic Systérﬁ capable of operating on board a
train. Also, the electrodynamic parts of the develop-
ment programmes have still to be completed, needing
large-scale effort for the careful analysis of drag forces,
geometric tolerances and elastic deformation, tests of
measuring, control and steering equipment, the study
of starting and landing problems and so forth. At
present it is by no means clear what specifications will
finally emerge for a safe 500 km/h levitation train.
Some policy makers have already decided that a big
expenditure for such a train would not be appropriate
at present. After all, it is by no means yet clear whether
the pressing human communications problem will
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ultimately be solved by fast human transport or by
electronic data transmission.

Large-scale cryogenic engineering is used for the
gigantic magnetic coils of the elementary-particle
accelerators like those in the CERN unit in Geneva,
Switzerland, shown under construction in fig. 11, and
in the Fermi Laboratory, Batavia, Ill., U.S.A. Particles
coming from these accelerators collide, giving rise to a
variety of events and these can be made visible in a
hydrogen bubble chamber. The particles taking part in
an event leave tracks in the liquid hydrogen at 20 K in
the form of tiny vapour bubbles which can be photo-
graphed. The bubble chamber may consist of a vessel
4 m in diameter containing liquid hydrogen, and with
large windows in the thermally insulating walls. Around
the chamber a huge superconducting magnet coil pro-
duces a magnetic field of, say, 3 Wb/m? in that large
volume of liquid hydrogen, so as to deflect the particle

“tracks, an essential tool in the analysis and identifica-

tion of the events.

In electronics, it was once believed that mass produc-
tion of the essential logic and memory elements for the
very large computers could best be done with the aid
of superconductivity. These elements, cryotrons, were
considered for miniaturization and large-scale pro-
duction with the help of cheap planar techniques.
Today, this approach is not considered to have much
chance of success, though the packing density, extreme
speed and negligible heat dissipation of recently con-
ceived elements, based upon the Josephson effect, are
very impressive indeed.

Cryobiology

Life itself cannot bear cold. Below —5 °C all elemen-
tary processes usually come to a standstill. Tissue may
become irreparably damaged at still lower tempera-
tures and the lethal effects of ice crystals in tissues are
especially to be feared. For certain micro-organisms it
was an important discovery that after immersion in
glycerol they could be subjected to slow, reversible
cooling and thawing. This led o the widespread low-
temperature banking of living cells, especially sperma-
tozoa and red blood cells. These may survive the state
of anabiosis. However, there is as yet no hope for those
who want to preserve themselves or others in a state of
suspended animation by deep freezing. Cooling to low
temperatures takes too long for larger bodies; before a
temperature low enough to arrest decay and vital
processes can be reached, blood circulation will have
stopped, followed a few minutes later by irreversible
damage to the human brain.

Cryobiology includes investigations of living or-
ganisms under the influence of intense cold, such as
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work on food preservation, botanical studies, the
banking of skin and organs for transplantation, and
the question of what really sets the hazard limit of ex-
posure to extreme cold, in particular when the exposure
is under controlled conditions.
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nitrogen temperature (— 196 °C), ensuring a virtually
infinite storage life. Fig. /2 shows liquid-nitrogen pro-
duction and storage equipment !?] made by Philips,
together with some of the containers needed in an Al
centre. A typical centre will store the semen of ten bulls,

Fig. 11. The construction of a superconducting magnet (inner diameter 430 cm), to be used
with the hydrogen bubble chamber at CERN, Geneva. This magnet will produce a field of
3.5 Wb/m?2 (35 000 gauss).

As a practical application, artificial insemination
(Al) must be mentioned first. [t may be considered one
of the most important methods for the development
and improvement of livestock, including the preven-
tion of diseases: it therefore has high priority in agri-
cultural development programmes. By adopting sys-
tematic breeding programmes many characteristics,
such as the quality of beef or milk, can be improved.
It is now easy to have a wide variety of selected bovine
semen available in Al centres even after the death of
the donors. A large stock of semen is collected and
frozen, and thus enables the centre to meet the require-
ments of many breeders throughout the year. The
semen can be diluted with a mixture of chemicals in-
cluding glycerol. It is spread out over small sample
holders, slowly frozen and preferably stored at liquid-

processed in such a way that 100000 cows can be
inseminated twice a year with it. Fertilized egg cells, of
mice for example, have also been stored at — 196 "C.

Gradually, many other tissue banks are coming into
existence, for bone marrow, blood platelets, and certain
tissue-culture cells. Automatically controlled apparatus
for slow cooling to liquid-nitrogen temperatures are
now being developed. Some tissues, such as skin and
cornea, can be successfully stored but for whole organs,
a task more urgent every day, much still needs to be
done, and effective preservation methods are still
problematic.

17 The principle of operation of this equipment has been
described in J. van der Ster and J. W. L. Kohler, A small air
fractionating column used with a gas refrigerating machine
for producing liquid nitrogen, Philips tech. Rev. 20, 177-187,
1958/59.
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Fig. 12. Equipment for the production and storage of liquid nitrogen. The Philips PLN 106
liquid-nitrogen unit can be seen in the background; it consists of the PW 7160 refrigerating
machine (right) and the PW 7170 air fractionating column (left). In the foreground are two
large containers for liquid nitrogen alongside containers for the storage of bovine semen.

Cryophysics may obtain entry into medicine in yet
another interesting way. Superconducting magnet coils
may be the only solution where very strong fields are
needed, for instance when magnet-tipped catheters
have to be guided to places not otherwise accessible.
Nuclear-magnetic-resonance measurements on an
entire patient may become a matter of routine, if
identification of malignant tissue by nuclear-magnetic-
resonance mapping methods does, as expected, develop
into a powerful diagnostic tool. Magnetic fields extend-
ing over a sufficient distance and having sufficient

intensity and homogeneity could only be produced by
using superconducting magnets.

Cardiography has recently been enriched by a magne-
tometric method. In addition to the electrocardiogram
(ECG) one can now measure the magnetocardiogram
(MCG); this reflects the fluctuating magnetic field —
at a level of 10-'° Wb/m? — produced by the elec-
trical (ion) current in the beating heart muscle. Such
measurements require an extremely sensitive method,
made possible by using a superconducting pick-up coil
with a Josephson junction, SQUID, as indicated above.
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Magnetocardiograms can be taken in a non-invasive
way and by probing around the torso at least as much
information can be obtained as from ECGs. The
introduction of this new clinical diagnostic technique,
however advantageous it is, could be retarded by
sound medical conservatism and by the complexity
and cost of the cryogenic facilities; the helium liquefier
and its accessories would take some $ 50 000 of the
clinic’s yearly budget.

Finally, cryogenic surgery; cold can be used as a
surgical tool, for instance for the inhibition and destruc-

tion of malignant cells. In cryosurgery a cannula of

small dimensions is currently being used, with ther-
mally insulated walls except for the very tip, in which
liquid nitrogen circulates. The probe produces lesions
according to its shape and size and the method is

Fig. 13. Basic diagram of a dilution refrigerator. The cooling
takes place in the mixing chamber M, where two phases are
present: concentrated 3He (dark shading) and superfluid 4He
that contains only a small percentage of 3He (light shading).
There is a continuous flow of 3He across the interface from the
concentrated to the dilute phase. This mixing process closely
resembles evaporation, and takes up heat in a similar way. The
3He passes through the pipe P2 and enters the vaporization chamber
(or still) ¥, from which it is pumped away; the vapour consists
almost entirely of 3He, owing to the great difference in the vapour
pressures of 3He and 4He. The 3He is compressed again, con-
densed and returned to M via the pipe P1. B 4He bath. HE heat
exchanger.
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believed to be a very safe approach to the removal of
certain diseased tissues. In practice, cryosurgery has
been applied to skin neoplasms, and controlled destruc-
tion of prostatic obstruction has also been achieved.
In neurological surgery an important application is
the accurate placement of lesions in the basal ganglia
of the brain as a treatment of Parkinson’s disease and
similar disorders of movement.

Towards the absolute zero

The millikelvin temperature range had already been
entered during the thirties, by cleverly designed
adiabatic-demagnetization experiments with paramag-
netic salts. This technique is still in use, but the more
spectacular results are now in the microkelvin tempera-
ture range; for this the paramagnetic properties of the
nuclear system in a solid are used instead of those of an
ordinary paramagnetic salt in which the magnetic
properties stem from the electronic shells of the con-
stituent atoms.

What is really fascinating, however, and an absolute
winner in terms of cooling capacity in the millikelvin
range, is the 3He-4He dilution refrigerator; much work
has been done on it over the last decade. A short discus-
sion of its principle is in keeping with this review.

In the dilution refrigerator use is made of a remark-
able property of liquid mixtures of 3He and “‘He. At
sufficiently low temperature, below about 0.5 K, the
mixture spontaneously separates into two phases, both
liquid, the one being rich in 4He and superfluid, the
other being very rich in 3He, not superfluid and floating
on top of the first one. As 3He atoms from the almost
pure 3He phase evaporate into the diluted phase they
must pick up energy, so that cooling is produced. The
dissolved 3He atoms are scarcely hindered in the super-
fluid 4He phase and can be considered as forming a gas
in it. We have here, in fact, another example of the
second category of cooling phenomena discussed
earlier.

The principle of the dilution refrigerator is outlined
in fig. 13. The device works so well because it is indeed
possible to remove 3He selectively from the diluted
phase and to recirculate it towards the concentrated
phase so that 3He atoms will continuously pass the
phase boundary. As is to be expected this cooling
device also needs the proper use of heat exchangers for
efficient operation. This is by no means easy because, as
we have seen, the thermal conductivity of the materials
from which a heat exchanger may be made, copper for
instance, vanishes at very low temperature. Moreover,
the heat transfer from the helium liquid to the copper
surface becomes extremely difficult at this point; this is
due to the almost total reflection of the wave-like
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vibrational modes carrying the heat bouncing against
the metal surface.

Recently, ingenious improvements for the classical
dilution refrigerator have been published. A flow pat-
tern of both liquids is added with respect to each
other, so that practically an ideal heat exchange results
from direct contact between the two phases (81, Tt
should be noted that the order of magnitude of the
cooling power of such devices, in the millikelvin range,
is still well below 1 mW. However, thermal insulation
techniques are almost perfect and the specific heat of
physical objects to be investigated at those low tem-
peratures is also usually small. The obvious advantage
of the dilution refrigerator is its continuous operation,
never achieved in adiabatic demagnetization. The
latter is essentially a one-stroke method.

A short final remark about another spectacular
discovery along the never-ending road to the absolute
zero. Many have speculated whether pure 3He, cooled
to sufficiently low temperature, would also become
superfluid. For some years now the answer has been
known: at a few millikelvins, roughly a factor of 1000
lower than ‘He, 3He becomes superfluid. The reason
for the differences in the properties of both isotopes is,
of course, that their nuclei are different. The 3He atom
has a magnetic nucleus and in terms of statistical
behaviour it is akin to the electron. Consequently, the
superfluidity of 3He resembles the superconductivity
phenomenon, the 3He atoms forming pairs just as the
electrons do in a superconductor. Research on 3He is
presently considered to be one of the main interests of
cryophysics.

Outlook

In this review many aspects of cryogenics have not
-been mentioned, for instance, the sophisticated thermal
insulation, indispensable in all cryogenic engineering,
or cryopumping. This is the condensation of gases to
liquids or solids with very low vapour pressures when
in contact with a very cold surface. It is probably the
fastest, cleanest and most effective way of obtaining an
ultra-high vacuum. If and when the large-scale use of

8] F. A. Staas, Continuous cooling in the millikelvin range,
Philips tech. Rev. 36, 104-114, 1976; this article also gives
further references to the technical literature.
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hydrogen as an energy carrier becomes an important
contribution to the solution of the world’s energy
problems, cryogenic engineering will then be one of
the most essential technologies.

It has been my aim to illustrate the beauty of a
frontier science, which has found interesting applica-
tions to boot. In this respect low-temperature physics
does not differ from many other branches of physics
which are also developing at high speed, surprising us
again by the discovery of entirely new phenomena or by
the formulation of new basic concepts, helpful in an
understanding of nature. As was pointed out, low-
temperature physics has been and will remain one of
the pillars of the science of condensed matter, some of
its concepts having very wide application indeed. Take
superfluidity for instance: this phenomenon is known
so well now that it has been quite natural for astron-
omers to include superfluidity in their picture of neu-
tron stars! Some scientists believe that certain aspects
of the theory of superfluidity may be found to be of
crucial importance for the full understanding of life.

What else has nature in store for us as we manage
to produce ever-lower temperatures? We do not know.
It might be that in the microkelvin range the solid
system of nuclear magnetic moments with their feeble
interaction could disclose intriguing structures. Or that
the very low-frequency thermal excitation of compli-
cated crystals turns out to be interesting in that tempe-
rature range. For the time being many properties of
both helium isotopes remain puzzling.

The future may bring many practical surprises,
particularly in the use of superconductivity; unfor-
tunately the prospects for essentially higher transition
temperatures remain dim. The wide field of cryogenic
engineering, developing in interdisciplinary coherence
with low-temperature physics, will certainly remain the
interesting growth field it has been during the past
century. '

Summary. Some of the highlights andudisappointments in low-
temperature physics and technology aré presented in this article.
The emphasis is on concepts and trends rather than on a rigorous
and complete treatment. Cooling methods and the properties of
matter at low temperatures are discussed, both from a purely
scientific and an applied point of view, with some emphasis on
superconductivity. ;
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Lithium niobate as a material
for holographic information storage

H. Kurz

The availability of the laser and holography in the sixties was a strong stimulus to the
development of ideas for optical storage devices, and set the pattern that was to be
Sfollowed for some years. Hopes at that time were high: main memories were envisaged
with bit densities of the order of 1 Gbit/mm3. Since then various possible systems — both
holographic and localized — have been investigated in various parts of the world, and
these studies are still continuing. The invariable conclusion has been that performance
targets would have to be less ambitious — though they were still worth aiming at —
owing mainly to limitations connectéd not with the optical part of the system but with the
storage material. Thin films of a suitable magneto-optic garnet are now expected to give
the best results for localized storage, and ferroelectric crystals whose refractive index can
be changed locally and reversibly by irradiation offer the best prospects for holographic
memories at Philips GmbH Forschungslaboratorium Hamburg. The article below deals
with an investigation of iron-doped lithium niobate as a potentially very useful storage’
material for three-dimensional phase holograms. In a subsequent issue we shall publish
an article on a device developed for magneto-optic memories at the Hamburg laboratories.

Introduction

Three main things are necessary for an optical mem-
ory: a material for storing the information, a light
source for read-in and read-out, and an optical system
to guide the light to the intended position.

In many cases the most suitable light source is the
laser, since it approximates closely to an intense mono-
chromatic point source. Now that lasers of many dif-
ferent types have become available, optical informa-
tion storage has come in for a great deal of attention
in recent years. Great advances have been made in the
development of optical subsystems, such as modula-
tors, beam deflectors and detector arrays (1],

The most difficult problem in making an optical
memory is usually the material in which the informa-
tion is stored. The material is required to have a high
bit density, a long life, to take little optical energy for
reading and writing, to allow stored information to be
erased and new information to be written in, and to
have a low cost per stored bit. In these respects optical

Dr H. Kurz is with Philips GmbH Forschungslaboratorium Ham-
burg, Hamburg, West Germany.

memories have to compete with existing systems, which
are mainly magnetic. The great virtue of optical mem-
ories is that they are able to handle large quantities of
information in parallel operation.

Optical memories may be divided into localized and
holographic types. In localized memories each bit
is separately stored at a small location on the memory
surface. We shall not be concerned with this type of
memory system here (2],

In holographic memories the information is written
in groups of bits on a larger surface, on which the
separate bits can no longer be localized. The principle
of a holographic memory is illustrated in fig. 1. Here
again a laser is used as the light source. The laser beam
is divided into a reference beam and an object beam.
The object beam illuminates a semitransparent plate on
which the information to be stored is contained in the

[11 See for example M. Balkanski and P. Lallemand (eds.),
Photonics, Gauthier-Villars, Paris 1973.

[2] See the article by H. Heitmann et al. to appear shortly in
this journal.
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form of an image or a coded pattern (e.g. a punched .

card or a passive display). The two beams are made to
converge on a small block of a suitable material, and it
is here that a hologram of the information package is
formed. The hologram can be read out later by
illuminating the block with the reference beam alone.
The resultant beam diffracted by the hologram is a
faithful reproduction of the object beam modulated by
the information. A lens produces an image of the

LIOLZ
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ions, as a storage or memory material are discussed for
volume holograms.

Their use for this application is based on the change
produced in the refractive index of this material when
it is exposed to visible light or ultraviolet radiation.

A reversible change in the refractive index of LiINbOj3
and of a number of other ferroelectric and paraelectric
substances exposed to laser radiation has been dis-
covered as a side-effect in experiments concerned with

c L ID

M=

Fig. 1. Optical diagram of a holographic memory. The beam produced by the laser L is divided
into two beams by means of a beam-splitter B. One beam illuminates the object O ; this beam
is focused by the lenses L; and Lg in a block C of a suitable material. The other beam is
projected on to C through the mirror M. Interference between the two beams produces a
hologram in C. The hologram can be read out by illuminating the crystal by the reference
beam BMC. The diffracted wave is identical with the object wave during the recording. An
image of the reconstructed object / is produced on the detector D by the lens Ls.

information pattern on a detector, which may be a
camera tube or an array of semiconductor detectors.

On read-out a complete package of information
becomes available at once. In addition, each bit is
spread out over a relatively larger part of the storage
medium than in localized storage, so that the informa-
tion is less vulnerable. These features distinguish the
holographic memory from the localized memory. But
there is another difference that makes the holographic
memory an attractive proposition.

When the thickness of the recording medium, the
block of storage material, is large compared with the
period of the interference patterns that form the holo-
gram, several holograms can be recorded one above
the other and read out again separately. This can be
done by means of the Bragg effect: a three-dimensional
diffraction grating only diffracts the light effectively
when it is incident at a particular angle. For a grating
or hologram formed by the interference between an
object beam and a reference beam, the direction and
wavelength of the incident beam must be the same at
read-out as those of the reference beam. If the volume
hologram is sufficiently thick the angle of incidence is
sharply defined [8]. By rotating the block of storage
material between two exposures different holograms
can be stored and read out separately later.

In this article the properties of single-crystal lithium
niobate (LiNbOg), doped with iron or other metallic

nonlinear optics and optical modulation [4], This effect,
originally referred to as ‘optical damage’, occurs at
moderate light intensities. As is so often the case, what
was at first regarded as a nuisance turned out later to
have a useful application [51. Three-dimensional mod-
ulation of the refractive index, produced by illumina-
ting the crystal by the interference pattern of two
beams, results in a phase hologram in the crystal.
Phase holograms have a high diffraction efficiency, i.e.
the relative power of the part of the read-out beam that
is deflected to the detector (31,

The following picture may be put forward to explain
the change produced in the refractive index. When the
crystal is exposed to illumination, charge carriers are
released and these move in a preferred direction because
of the asymmetric structure of the crystal. This results
in an electric current proportional to the illumination.
In addition, a photoconduction current is generated
which is proportional to the product of illumination
and the electric field-strength in the crystal. When the
illumination is spatially modulated, the current follows
this modulation and a space-charge field arises in the

31 R. J. Collier, C. B. Burckhardt and L. H. Lin, Optical holo-
graphy, Academic Press, New York 1971, particularly
chapter 10.

41 A. Ashkin, G. D. Boyd, J. M. Dziedzic, R. G. Smith,
A. A. Ballman, J. J. Levinstein and K. Nassau, Appl. Phys.
Lett. 9, 72, 1966.

51 F. S. Chen, J. T. LaMacchia and D. B. Fraser, Appl. Phys.
Lett. 13, 223, 1968.
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crystal. The total field in the crystal is the sum of the
space-charge field and any external field that may be
applied. Since lithium niobate is an electro-optic
material (this is also related to the asymmetrical
structure of the crystal) the refractive index changes by
an amount proportional to the total field.

In the next section we shall examine the dynamics of
this chain of effects. It is found that the change in
refractive index exponentially approaches a saturation
value. The time needed to reach a given percentage of
the saturation value is inversely proportional to the
photoconduction coefficient. As a result of the same
photoconductive effect any refractive-index distribu-
tion present is erased by illumination. A hologram can
thus be erased by homogenous illumination, making
the crystal useful as a reversible memory material. This
also means, however, that on read-out of the stored
information or when a hologram is written in later the
information present in the crystal is partly erased.
What is more, erasure has the effect of eliminating all
the information stored in the crystal; it is not possible
to erase a number of stored holograms and to let the
othiers stored in the same volume remain.

The quantity of exposure energy necessary to reduce
a refractive-index change to half its value is equal to the
energy necessary to reach half the saturation value in
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The next section describes how the diffraction grat-
ings with a period of about 1 um can be written into
the medium by interference between two coherent
beams. The diffraction efficiency of such a grating as a
function of the energy necessary for writing it in or
erasing it is an important indicator of the usefulness of
the material in optical memories.

The refractive-index change depends not only on the
wavelength of the light but also on the concentration
and nature of the metal ions in the crystal. Our in-
vestigation of the properties of materials, which is
discussed in the third section, has mainly been con-
cerned with iron as the dopant. It is found that charge
transfer between divalent and trivalent iron ions causes
the photocurrent on which the effect is based.

Erasure during read-out can be avoided by giving
the material a thermal treatment during the recording;
this method is also described in the third section.
Thermally fixed holograms can be used for permanent
information storage ; the storage time is a few years.

Owing to the erasure effect a non-fixed hologram
can only be read out a finite number of times. The
number of holograms that can be stored in a crystal is
therefore limited to a few hundred. For storing one
hologram only a very small area is necessary. The
maximum bit density is about 5x 108 bits per mm2. In

Table I. Properties of LiNbOs as a memory material.

Resolution
Efficiency:
for a single hologram
for storage of more than one hologram
Minimum writing energy
Number of read-outs
Erasure energy
Number of superimposed holograms
Capacity
Storage time at room temperature

Reversible Fixed
> 104 lines/mm not known, but lower
95% 95%
0.01-1% up to 1%
0.1-10 mJ/cm? 2-13 J/cm? [14]
105-107 1010
1-100 J/cm? not applicable
100-500 > 500
108-5% 108bits/mm2| > 5 x 106 bits/mm?
15 min-300 days 2-3 years

writing in the information. Since it is not always nec-
essary to approximate closely to the saturation value
to obtain an adequate diffraction efficiency, informa-
tion can be written in with much less energy than is
required for erasure.

The time for which a recorded hologram can be
stored in the dark depends on the conductivity caused
in that state by thermal excitation of charge carriers.
At room temperature lithium niobate is a poor conduc-
tor and the storage time is then of the order of some
tens of hours.

the fourth section expressions will be derived for the
number of times a hologram can be read out, for the
number of holograms that can be stored and for the
minimum energy needed for writing a hologram in.
Finally, there is a description of some experiments with
reversible and permanent information storage in digital
and analog form.

- The main results of the experiments with diffraction
gratings and holograms are presented in Table I. These
results show that reversible and permanent informa-
tion storage is possible in LiNbOs crystals with a very
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high bit density and a reasonable read-write sensitivity.

Apart from their use in optical memories, LiNbOg
and related optical materials (for example KNbOj3 and
BaTiOg3, all of them ferroelectric) also have potential
uses in many other electro-optic components such as
waveguides, modulators, variable beam-splitters, holo-
graphic filters, optical coding, scanners and colour
holograms. These applications will not be dealt with in
this article.

Dynamic behaviour of the refractive index during irra-
diation

The way in which an LiNbOj crystal doped with iron
or copper oxide behaves under uniform illumination is
illustrated in fig. 2. When the end c-faces of the crystal
are short-circuited, a photocurrent proportional to the
intensity of the illumination flows in the direction of
the c-axis.

Until the crystal has reached equilibrium, there is a
progressive change in the permanent dipole moment,
and this change sets up an induced current. This pyro-
electric current component (61, which also occurs when
the illumination is switched off, will not be taken into
account in the discussion.

The current in the z-direction is given as a function
of the incident radiant intensity /(z) — for convenience
we assume that this depends only on the coordinate z
in the direction of the c-axis — and the electric field
E(z,t) by [7I:

Jo(z,t) = Koal(z) + K1al(2)E(z,t) 4 opE(z,t), (1)

where o is the absorption coefficient and Ky and Kj
are constants that depend on the wavelength of the
incident radiation and on the concentration and nature
of the dopant. Fig. 3 gives a graph of the measured
photocurrent values as a function of an external e.m.f.

The last term in (1) is also found when there is no
irradiation; op is the conductivity of the unilluminated
crystal. Lithium niobate is an extremely good insulator:
the third term in (1) may be regarded as negligible com-
pared with the other two when the intensity of the
incident radiation is moderate.

The second term in (1) is a photoconduction current
and as such is nothing out of the ordinary: there are
plenty of materials that become conductive upon irra-
diation. The first term in (1) also gives a current when
there is no field, for example with uniform illumination
and the end faces of the crystal short-circuited. D. von
der Linde and A. M. Glass [8] explain this current by a
photovoltaic volume effect. This could arise from the
presence of substitutional lattice defects (e.g. Fe2* ions)
which give rise to anisotropic excitation and transport
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of charge carriers. A complete explanation of the effect
on a microscopic scale has not yet been given. It has,
however, been established that impurities (in particular
iron ions) play an essential part; more will be said
about this later. .

The rest of this section will be confined to a descrip-
tion of the effects, taking eq. (1) as our starting point.
When the magnetic field is neglected, Maxwell’s equa-
tions give the following relation between current and
field:

: E .
Jez,t) + eeo— = jo(®). 2
Here esp is the dielectric constant and jo(z) is the

external current, which depends on the circuit to which
the crystal is connected.

?
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Fig. 2. The current j; in a short-circuited LiNbOj crystal as a
function of time ¢ when a uniform illumination 7 is switched on
and off. The switching peaks are due to the pyroelectric effect;
the current takes a certain time to reach the steady-state value
Kool. In the diagram the arrow indicates the direction of the
c-axis and the saturation field; 4 is a sensitive current indicator.

20nA/cm?

J2

[

T | A=500nm
| I=100mWem?
Koal | @=50cm™
0 1 l |l ! 1
-150 ~100 -50 0 - 50kV/cm

— £,
Fig. 3. The photovoltaic current j; as a function of an external
field Eqa during homogeneous illumination at a given intensity and
wavelength. The value of the current for E4 = 0 is given by Koo,
the slope of the characteristic by Kiol. When o and I are known
it is possible to determine Ko and Kj. .
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From (1) and (2) we obtain a differential equation for
E(z,t), which can be solved after determining the
boundary conditions jo(¢) imposed on the crystal. We
shall now try to show that in practical cases jo may be
taken as very nearly constant.

When the crystal is connected to a current source, jp
is at once established. An open-circuit, for which jo = 0,
is a special case of current control. Wher the crystal is
connected to a voltage generator, the average field is
equal to the e.m.f. of the generator divided by the
length of the crystal. From eq. (2) we see that in this
case jo is equal to the average of jx(z,t) over z. A short-
circuited crystal is a special case of voltage control,
with the external current jo, approximately equal to
Koolp, where Iy is the mean of I(z), as follows from (1).
The approximation is valid for a small modulation
depth of I(z).

The solution of equations (1) and (2), if jo is constant,
may be written as:

E(z,1) = E(z,0)e~1@4U + E(z,00)(1 — e~1@4U), (3)

where U = geo/Kyo. The field at the time 1 = 0, E(z,0),
does not necessarily have to be zero or even homogene-
ous: an external e.m.f. may have been applied, and as a
result of a previous illumination a space-charge field
may have remained in the crystal.

For prolonged illumination the field tends towards a
saturation value E(z,00) given by:

_ Jo— Kool(z)

B = i ton”

@
For an open-circuit E(z,00) is approximately equal to
—Ko/K1. For a short-circuit and a small modulation
depth of 1(z), E(z,o0) is given by:

_ Ko h—1I()

, 5
5 L ©)

E(z,0)
where op is assumed to be negligible compared with
Kyioly. We see that for a short-circuit the saturation
field is proportional to the modulation index of the
interference pattern. As long as the modulation depth
is small, the crystal therefore behaves as a linear storage
medium.

From (3) and (4) it follows that the parameters
Ko/K1 and U determine the dynamics of the field
distribution. The constant Ko/Ki, which will be called
E; from now on, has the dimension of a field and deter-
mines the magnitude to which the saturation field can
grow. The constant. U has the dimension of an energy
density and determines the rate at which the saturation
is reached during constant illumination. The orders of
magnitude of Es and U are 100 kV/cm and 100 J/cm2.

Equations (1) to (5) constitute a simple model for the
dynamics of the field in the crystal. Owing to the
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presence of this field the crystal lattice is locally de-
formed and the refractive index for light perpen-
dicularly incident on the z-axis is changed. In lithium
niobate this change can be quite considerable, owing
to the polar asymmetry of the crystal.

The refractive index change An caused by a field in
the z-direction is given by:

An(z’t) = -%n3r33E(z,t), (6)

where 7 is the refractive index and r33 is an element of
the electro-optical tensor (91,

The way in which irradiation brings about a change
in the refractive index has been shown. When the
illumination is switched off, equations (1) and (2)
indicate that the field distribution decays exponentially
with a relaxation time fp = eg¢/op. The quantity ¢p is
called the storage time, which may range from many
hours to days, depending on the dopant concentration.

To erase a refractive-index change rapidly, the
crystal has to be shorted and uniformly illuminated.
From (5) we see that the existing refractive-index dis-
tribution is then driven to zero. This takes place
exponentially with a relaxation time U/lp:

An(z,t) = An(z,0)eTot/U, @)

The parameter U is one of the factors that determines
the capacity of reversible memories in which the storage
medium is LiNbO3. We shall return to this subject
presently.

Write-in and read-out from a diffraction grating

Write-in

The change brought about in the refractive index by
irradiation can be measured by illuminating the crystal
with two coherent beams (see fig. 4). A three-dimen-
sional diffraction grating is then produced in the crys-
tal; the intensity of the light diffracted by this grating
during illumination is a function of the parameters of
interest in the storage of information. Since a hologram
is also a kind of diffraction grating, the measurement
made in this way gives a good indication of the use-
fulness of the material as a storage medium for holo-
grams.

Interference between the incident waves gives rise to
an intensity distribution of the form

I(z) = I,O(l -+ m cos Kz) (8)

6l C. Kittel, Introduction to solid state physics, 4th edition,
Wiley, New York 1971, page 477. See also E. T. Keve, Philips
tech. Rev. 35, 247, 1975. . :

[71 H. Xurz, Ferroelectrics 13, 291, 1976.

(8] D. von der Linde and A. M. Glass, Appl. Phys. 8, 85, 1975.

9 J. F. Nye, Physical properties of crystals, Oxford University
Press, London 1957.
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in the crystal. The modulation depth m depends on the
ratio of the intensities of the interfering beams, the
wave number K on the angle between their directions of
propagation. If we insert (8) in our model (1)-(5) we
can calculate the change in refractive index at the

CKQ&//,// g

M=

Fig. 4. Experimental arrangement for write-in and read-out of
diffraction gratings. The beam from the laser L is divided into two
beams by means of a beam-splitter B. One beam is projected on
to the crystal C through a mirror M, the other beam is passed
through a shutter S. The polarization of the beams is parallel to
the plane through the directions of propagation and the c-axis of
the crystal. On read-out the shutter S is closed and the crystal is
illuminated with the beam R; the diffracted light is received by
the detector D.
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Fig. 5. The current jz and the saturation field Es for reduced and
oxidized crystals as a function of the wavelength 2 of the illumina-
tion (the photon energy /v is also indicated). The intensity of the
illumination was 100 mW/em?2 in all cases. The difference between
the characteristics at an external field E = 0 and at E = 100 V/mm
is proportional to the product Xje.
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position z. From (5) it follows that the saturation
value is:

An(z,00) = Ang . m cos Kz, ©)]

where Ang = 4n8razEs. We have assumed here that the
crystal was short-circuited. From (3) we see that for a
